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Abstract. With the continuous advancement of Internet of 
Things (IoT) intelligence, IoT security issues have become 
more and more prominent in recent years. The research on 
IoT security has become a hot spot. A lightweight IoT in-
trusion detection model fusing a convolutional neural 
network, bidirectional long short-term memory network is 
proposed. It aims to improve processed data security and 
attack detection accuracy. First, sampling is performed by 
a hybrid sampling algorithm fusing SMOTE and ENN. Its 
aim is to minimize the impact of imbalanced-data and 
ensure data quantity in the process. Then, the data features 
are extracted by 2-dimensional convolutional neural net-
work (2dCNN), and the effect of useless information is 
reduced by mean pooling and maximum pooling, so it can 
be adapted to the demanding resource environment of the 
IoT. On this basis, long-range dependent temporal features 
are extracted using bidirectional long short-term memory 
(BiLSTM), which aims to fully extract data features to 
improve detection accuracy in the limited resource envi-
ronment. Finally, the algorithm is validated on the 
UNSW_NB15 dataset, and the results of the experiments 
reaches 93.5% at Accuracy, 86.4% at Precision, 85.3% at 
Recall and 85.8% at F1-Score. According to the results, 
the proposed algorithm can generate higher-quality sam-
ples, achieve higher detection rate with faster inference 
time and spend lower memory costs. 
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1. Introduction 
Currently, Internet of Things (IoT) devices are be-

coming smarter and are used in a diversity of fields, such 
as intelligent homes, education, entertainment and energy 
distribution, simplifying the way people live and work in 
their daily lives [1]. However, the general public is still 

paying little attention to IoT security [2], which may en-
danger IoT users and even lead to an imbalance in the 
ecosystem. In response, researchers have introduced con-
tinuously upgraded intrusion detection systems [3], [4] into 
IoT security, which has become a key technology for de-
fending against IoT security threats. 

With the growing complexity and diversity of intru-
sion methods in recent years [5], traditional intrusion de-
tection systems that rely on simple pattern recognition and 
feature selection can no longer adapt to today's booming 
IoT environment, resulting in an awful exactitude and high 
misreporting rate of intrusion detection systems. As a new 
research direction of machine learning, deep learning can 
combine the low-level features from human-screened and 
prepared training samples into higher-level potential fea-
tures that can characterize the sample data [6], and its pow-
erful learning and classification capabilities have led to 
extensive research and applications in computer image and 
vision, natural language processing, and network security. 
For example, Yang et al. [7] proposed the LM-BP intrusion 
detection algorithm and finished the optimization of the 
performance of the IoT intrusion detection system. Chen et 
al. [8] addressed the large-scale IoT traffic problem by 
converting its data samples into grayscale maps and using 
ResNet and BiLSTM network memory fusion model for 
classification. 

An important prerequisite for the excellent application 
of the above deep learning algorithms in the IoT domain is 
to have sufficient training samples with balanced class 
distribution. The main function of an IDS is to differentiate 
between regular traffic and aggressive traffic. In daily life, 
attacks on IoT devices are small probability events, so IoT 
intrusion detection is essentially a classification problem in 
the case of data imbalance. Data imbalance refers to the 
number of samples of each category varies greatly in the 
dataset, there is a large difference in the distribution of data 
categories, which affects the evaluation of classification 
methods. Therefore, it is of great importance to improve 
the detection rate of a few attack sample types or unknown 
attack types effectively on the basis of data with unbal-
anced class distribution. 
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The current mainstream solution targeting the data 
imbalance problem is to reduce or eliminate the imbalance 
by readjusting the sample distribution of the training set 
from the data perspective, and the commonly used methods 
are oversampling, undersampling, and the mixture of both 
oversampling and undersampling [9–11], but all the above 
methods are prone to overfitting or loss of potentially use-
ful information [12], and the improvement of the model 
classification performance is more limited [13]. GAN pre-
sented by Goodfellow in 2014 [14] is a subclass of genera-
tive models that estimate the potential distribution of exist-
ing data samples and construct a model that can match the 
data distribution and thus generate new data samples. Be-
cause the generated data types are very broad and the 
model has some self-learning capability, it can be applied 
in semi supervised learning [15]. In recent years, GAN has 
made some impressive progress in computer vision [16], 
text [17], audio [18], and reinforcement learning [19]. 

Aiming at the abovementioned problems, an intrusion 
detection model that incorporates the SMOTE, ENN, 
2dCNN and BiLSTM is proposed. This paper contributes 
in the following two areas. 

(1) Proposing a scheme that balances intrusive detec-
tion and data generation for IoT. In the process of generat-
ing data, the SMOTE algorithm and ENN is applied to 
realize the balance of the dataset. It can provide sufficient 
data for the next stage of IoT intrusion detection; 

(2) A lightweight intrusion detection model incorpo-
rating convolutional neural networks and bidirectional long 
and short-term memory networks using deep learning con-
cepts is designed. It can fully capture the characteristics of 
the processed data, achieving high detection rate; 

The remaining sections of this paper are as follows: In 
Sec. 2, we conduct a detailed discussion of the model com-
ponents used, the mathematical inference methods, and the 
evaluation criteria. The suggested solution is presented in 
Sec. 3. The simulation results and discussion are included. 
The last section concludes and discusses the future direc-
tion of this study. 

2. Methodology 

2.1 Data Purging 
The best method for using raw data as input is by 

purging, labeling and annotating. We use the function of 
LabelEncoder to transforming the abstract features into 
digital features, and then facilitate 2dCNN-BiLSTM model 
to learn intrinsic features. 

Regularization can minimize the variability of the fea-
tures within a certain range and decrease the effect of ab-
normal value. We employ the standardization of minmax 
function [20] as shown in (1) to standardize the characteris-
tics to values between 0 and 1, in which hi,j represents the 
eigenvalues in the i-th row and j-th column of the dataset: 
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2.2 SMOTEEN Sampling 
The SMOTE method uses linear interpolation to syn-

thesize the new minority sample between the minority class 
and the K-nearest neighbor samples, which solves the in-
formation redundancy caused by random oversampling to 
some extent. However, it tends to cause problems such as 
sample overlap and noisy samples in the synthesized sam-
ples. SMOTEEN is a deep cleaning of the data generated 
by the latter using the ENN method based on SMOTE. The 
method has been shown to generally outperform other 
classical sampling methods on several standard datasets [21]. 

2.3 Evaluation Criteria 
The estimation index mainly includes 4 indices as 

shown in (2)–(5). All results must be divided into 4 catego-
ries: TP, TN, FP and FN. TN means the model judges the 
data as attack class, which is actually also abnormal data. 
TP denotes the model judges the data as the regular, which 
is actually also the regular class, so the result is right. FN 
means the system recognizes the sample as anomalous, but 
it is normal class in reality, which leads to an incorrect 
classification result. FP means the system recognizes the 
sample as normal, while the actual data are abnormal, 
which leads to an incorrect classification result. Table 1 
shows the detailed categorization results. 
 

Classification Prediction positive 
class 

Prediction positive 
class 

Actual positive class TP FN 
Actual negative class FP TN 

Tab. 1. Confusion matrix. 
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3. Materials and Methods 
Conventional IoT intrusion detection models consider 

more of their features in space during the detection of 
attacks and ignore the features in time series. Converting 
the original one-dimensional traffic data into a two-
dimensional grayscale map by 2dCNN can extract richer 
characteristics of the data effectively and avoid the gradient 
explosion; however, it has poor ability to extract information 
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Fig. 1. IoT intrusion detection model architecture diagram. 

over long distances and will increase model complexity. 
BiLSTM is more capable of capturing long-distance char-
acteristics and maintaining a long memory during the pro-
cess. Nevertheless, BiLSTM is more complex than LSTM 
in model composition. Therefore, fusing the advantages of 
the above two models and fully extracting multi-
dimensional features to achieve better model performance. 

The IoT intrusion detection model that combines the 
SMOTEEN, 2dCNN and BiLSTM has 3 main parts in 
Fig. 1: the first stage, we use the functions of LabelEncoder 
and Minmax to convert the original data into digital char-
acteristics and then normalizing; second, balancing the 
dataset by the hybrid sampling method of SMOTE and 

ENN, and then converting the one-dimensional data in the 
original dataset into two-dimensional data; third, the bal-
anced data are trained by extracting features through 
2dCNN-BiLSTM and then classified by the softmax function. 

3.1 Data Preprocessing 
According to Fig. 2, the data preprocessing process in 

this section consists of 3 stages. In the Data Cleaning stage, 
we convert the nonnumerical characteristics in the 
primitive data into digital characteristics and standardize 
them. In the SMOTE sampling stage, the preprocessed 
training set is input into the SMOTE algorithm for pre-
generation. The few minority samples in the dataset are 
augmented to reach a certain size, so as to facilitate the 
subsequent ENN sampling to be able to fully extract the 
data features. Finally, the balanced datasets are converted 
into grayscale maps in Fig. 3. 

3.2 Model Structure 
The most important advantage of CNN over con-

ventional models is that it can learn the best filters by itself, 
it can accept directly input images, and then combine fea-
ture learning with mass regression in the training process. 
2dCNN has the advantage of fewer parameters and fewer 
computations and is suitable for intrusion detection with 
temporal data features in harsh resource environments. 
BiLSTM effectively prevents gradient explosion and gra-
dient disappearance. It is good at capturing longer distance 
dependent feature information. To enhance the representa-
tiveness and sufficiently capture the information in the 
classification process under the limited resources of the 
IoT, we propose a lightweight 2dCNN-BiLSTM model 
with the structure shown in Fig. 4. 

Training 
Set T

Testing 
Set S

A positive class sample Xi is 
randomly selected from T using 

the SMOTE algorithm

Search the k-nearest neighbors 
of Xi according to the Euclidean 
Distance and select a sample Xj 

randomly from them

A new sample Xnew is 
synthesized in Xi and Xj using 

linear interpolation

Classifying the synthetic 
sample Xnew according to the K-

Nearest Neighbor rule using 
the ENN algorithm

If Xnew can be properly 
classified then it will be kept 

and added to the training set T, 
otherwise it will be deleted

OutputIng the temporarily 
balanced training set T'

Missing value processing

Conversion of non-
numerical features to 

numerical features

Normalizing

Dividing the training and 
testing sets

Input raw 
traffic data

Data Cleaning
SMOTEEN Sampling

 
Fig. 2. Preprocessing flow chart. 
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Fig. 3. Converted grayscale map. 
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Fig. 4. IoT intrusion detection model structure. 

As shown in Fig. 4, firstly, the data features are ex-
tracted from different channels after the data are input by 
convolution, and normalization and activation are 
performed for each feature map to speed up the conver-
gence and lift current network representation to adapt to 
complex and changing environment of IoT. 

Secondly, the features of each channel are maximally 
pooled or averaged to remove as much redundant infor-

mation from the convolutional extraction as possible, and 
the features are compressed to reduce the computations and 
memory consumption to fit the limited resources of IoT 
terminals. 

Finally, the quantity of convolutional channels, output 
channels of BiLSTM and the output channels of the final 
dense module are manually modified to reduce the total 
parameters between layers and simplify the complexity of 
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the network while ensuring the stability of the correspond-
ing indicators and achieve lightweighting. To decrease the 
model complexity, the quantity of channels of the first 
conv-layer is modified from 32 to 8, the quantity of chan-
nels of the second conv-layer is modified from 64 to 16, 
the quantity of channels of the third conv-layer is modified 
from 128 to 32, the quantity of channels of the fourth conv-
layer is modified from 256 to 64, and each of the above 
layers is accompanied by a standardization-layer and an 
activation-layer. To fuse features of convolution output, the 
quantity of output channels of BiLSTM is modified from 
128 to 32. The final dense layer is modified from (16,640, 
128) to (4160, 32) at the beginning. So far, we can elimi-
nate the parameters of redundant neurons between the 
convolutional layers and the parameters of redundant units 
of the BiLSTM and increase the fit time in training pro-
cess, thus reducing the size from the initial 10 MB to ap-
proximately 660 KB, theoretically compressing the model 
by 16 times, reducing the inference time from 59 seconds 
to approximately 11 seconds, and decreasing the inference 
time by 4 times theoretically, achieving the purpose of 
lightweighting. Additionally, to some extent, this model 
can meet real-time detection requirements in the IoT envi-
ronment. 

4. Experiments and Analysis 

4.1 Experimental Setup 
All the studies were performed on the device of 64-bit 

Windows Intel(R) Core (TM) i7-7700HQ CPU (2.80 GHz) 
with 16 GB RAM and a Python-based Nvidia GeForce 
GTX 1050ti GPU (4 GB). The model is tested in PyTorch 
environment in Python 3.8. To test the performance of the 
proposed models, the experimental parameters are set to 
the base settings of the optimizer choosing the stochastic 
gradient descent algorithm, the learning rate is set to 0.001, 
and the cross-entropy loss function is chosen. The batch 
size and the number of training rounds are 128 and 300, 
respectively. All the parameter selection processes men-
tioned above have been subjected to a series of experi-
ments and considerations. Given the simplicity of the se-
lection process, we have chosen not to elaborate further. 

There have been numerous datasets related to intru-
sion detection over the years, including the UNSW_NB15 
dataset [22], the KDDCUP_99 dataset [23], and the 
NSL_KDD dataset [24]. The UNSW_NB15 dataset [22] is 
the primary evaluation dataset for its abundance of data 
and comprehensiveness of attack types, and the 
KDDCUP_99 dataset [23] and the NSL_KDD dataset [24] 
are used as the secondary validation datasets. 

The UNSW_NB15 dataset is a dataset generated in 
2015 by the Cyber Range Laboratory of the Australian 
Center for Cyber Security (ACCS) using the IXIA 
PerfectStorm tool to simulate a realistic cyber environment. 

 
Fig. 5. Distribution of different classes in the dataset. 

The UNSW_NB15 dataset [22] comprises 47 attribute 
features and 9 attacks as shown in Fig. 5. The divided 
training set and testing set are used to examine the perfor-
mance of the model. 

4.2 Experiments and Analysis 

4.2.1 Experiments on Different Sampling 

To address problem that most of the attack classes in 
the dataset are unbalanced compared to the normal classes, 
we use the sampling method of SMOTEEN to balance the 
dataset for preprocessing. This section is conducted to 
different sampling ways for comparison experiments: 
4 different methods of SMOTE [25], ADASYN [25], ran-
dom undersampling [25] and random oversampling [25] 
are used to deal with the unbalanced dataset. 

Figure 6 shows in contrast to many different sampling 
methods, the processing results of the proposed 
SMOTEEN method are more stable. The reason is that the 
singular over-sampling models cannot effectively differen-
tiate the noisy data, and tend to generate a large amount of 
noisy data during processing, which in turn leads to the 
decline of the model categorization results. Singular under-
sampling models tend to lose the critical messages, which 
causes the decline of results. SMOTEEN, which samples 
most samples and few samples respectively. 

 
Fig. 6. Comparison of different sampling methods. 
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In the SMOTEEN process stage, minority class sam-
ples are generated using the SMOTE algorithm, and then 
the overlapping samples are processed using the data 
cleaning technique ENN. The majority of the minority 
samples in the dataset are augmented to obtain a balanced 
dataset.  

From Fig. 6, it can be clearly seen that compared with 
the performance of using a single sampling method, the 
performance of the fusion sampling method proposed in 
this paper is better. In addition to avoiding the loss of criti-
cal messages, it also reduces the influence of noisy data on 
the filters, and therefore achieves better effects. 

4.2.2 Experiments on Different Modules 

To verify the validity of the proposed model, experi-
ments were conducted to analyze the performance of the 
intrusion detection model: the CNN [26], CNN-LSTM [27] 
and 2dCNN-BiLSTM were tested through the 
UNSW_NB15 dataset as main standard. 

From Fig. 7, it is observed that the model of 2dCNN 
and BiLSTM occupies the largest area compared to CNN 
[26] and CNN-LSTM [27], and the accuracy rate is 93.5%, 
recall rate is 85.3%, precision rate is 86.4% and F1-score 
rate is 85.8%. It indicates that the 2dCNN-BiLSTM model 
combines the advantages of the above two models to 
achieve effective multi-dimensional feature learning, and 
therefore achieves better results. 

The reason why we can achieve good performance is 
that the CNN [26] structure is better at extracting spatial 
structure features. After reconstructing the balanced dataset 
into 2d gray map data, we can better utilize the advantages 
of the CNN [26] structure to extract the latent spatial fea-
tures in the dataset compared with the traditional 1d data. 
4-layer 2d convolutional structure can cover the whole 
dataset well, and the number of filters and the size of con-
volution kernel of each layer can also extend the sense of 
the wildness to each piece of data very well. 

BiLSTM structure is good at extracting temporal fea-
tures, and some obvious temporal relationships also exist in 

 
Fig. 7. Comparison between the single model and hybrid 

model. 

the dataset. Considering the harsh resource environment of 
IoT, we use 1 layer of BiLSTM structure to extract tem-
poral features, which is able to maximize the information 
extraction while reducing the network parameters. 

From Fig. 7, it can be seen that compared with a sin-
gle network structure, the 2dCNN-BiLSTM network struc-
ture is able to perform better in the subsequent detection 
after fusing spatial and temporal features. 

4.2.3 Experiments on Performance Analysis and 
Comparison of Different Models 

To further validate the effectiveness of the intrusion 
detection model, performance comparison experiments are 
conducted in this section: machine learning functions and 
deep learning functions are applied to the UNSW_NB15 
dataset [22] under the same experimental conditions. 

Table 2 shows that our model achieves more stable 
results on the above four evaluation metrics compared to 
other models. The reason why we can achieve stable per-
formance is that our model learns more comprehensive 
characteristics by fusing the advantages of multivariate 
models, and combines the ground-level characteristics to 
develop a more abstracted representation.  

In contrast to the traditional machine learning 
methods of XGboost [28] and LightGBM [29] models, 
although the 2dCNN-BiLSTM model did not exhibit opti-
mal performance across the aforementioned four metrics, 
the gap between its performance and the optimal bench-
marks was maintained within a 5% margin. Furthermore, in 
comparison to traditional machine learning approaches, the 
architecture of the 2dCNN-BiLSTM model is notably more 
flexible, facilitating a more convenient training process. 
Additionally, this model architecture contributes to an 
enhanced generalization capability, thereby offering signif-
icant advantages in various application contexts. 

In contrast to PSO-LightGBM [30], AlexNet [31], 
CWGAN-CSSAE [32] and MSCNN-LSTM [33], the 
2dCNN-BiLSTM intrusion detection model extracts and 
learns a more comprehensive set of features at the same 
time with better results. There are two reasons for this: 
(1) SMOTEEN sampling method makes a high-quality 
expansion for the dataset, thus providing good data support 
for the current detection model training; (2) the structure 
and parameter settings used in our model are more suitable 
for the characteristics of the data in the UNSW_NB15 da-
taset. Our model construction and parameter selection are 
more in line with the characteristics of the data that have more 
 

Model Accuracy Precision Recall F1-Score 
LightGBM [28] 92.1 84.8 82.5 83.3 
XGboost [29] 94.8 89.1 88.4 88.7 

PSO-LightGBM [30] 70.5 - - - 
AlexNet [31] 89.9 87.6 - 88.4 

CWGAN-CSSAE [32] 93.3 92.6 - 92.9 
MSCNN-LSTM [33] 89.0    

Ours 93.5 86.4 85.3 85.8 

Tab. 2. Comparison of different models. 
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spatial than temporal features. Therefore, we use more 
convolutional layers than LSTM layers in the construction 
process. And we also fully consider the harsh resource 
environment of IoT in the selection of filters and convolu-
tional kernel sizes, adopting a heuristic selection method 
for parameter setting. Combining the above two reasons, 
the 2dCNN-BiLSTM model is able to improve intrusion 
detection capability effectively. 

4.2.4 Experiments on Different Models on Different 
Datasets 

To illustrate the generalization of our model, which 
can be adapted to the harsh resource conditions in various 
IoT devices, the experiments take some models in Tab. 2 
and our model applied on the UNSW_NB15 dataset [22], 
KDD_CUP99 dataset [23] and NSL_KDD dataset [24] for 
comparison experiments. 

As seen in Tabs. 3–5, our model shows the overall 
best performance with the above three datasets. In the 
UNSW_NB15 [22] dataset, although our model does not 
get the best performance on the criteria of Accuracy, Preci-
sion and Memory, the gap from the optimal criteria for 
each of the above four criteria is so small that it is almost 
negligible. In the memory capacity, the most important 
criteria, our model occupies only about 0.6 MB, which is 
suitable for the limited resource environment of the IoT. In 
the KDD_CUP99 dataset [23] and NSL_KDD dataset [24], 
although our model does not have the best performance in 
all metrics, the difference between the indicators of this 
paper and the optimal model can be almost ignored from 
the viewpoint of accuracy. 
 

Model Accuracy (%) Precision (%) Memory 
(MB) 

LightGBM [28] 92.1 84.8 0.7 
XGboost [29] 94.8 89.1 2.8 

CWGAN-CSSAE [32] 93.3 92.6 - 
MSCNN-LSTM [33] 89.0 - - 

Ours 93.5 86.4 0.6 

Tab. 3. Comparison of different models on UNSW_NB15. 
 

Model Accuracy (%) Precision (%) Memory 
(MB) 

LightGBM [28] 99.2 99.3 0.4 
XGboost [29] 99.9 99.8 1.3 

Decision Tree [34] 98.5 95.2 - 
LSTM-FCNN [35] 98.5 98.9 - 

Ours 98.1 98.2 0.7 

Tab. 4. Comparison of different models on KDD_CUP99. 
 

Model Accuracy (%) Precision (%) Memory 
(MB) 

LightGBM [28] 99.0 98.6 0.3 
XGboost [29] 99.8 99.7 1.2 

OCNN-HMLSTM 
[36] 

90.6 86.7 - 

LOGNN [37] 98.7 98.4 - 
Ours 97.6 97.5 0.7 

Tab. 5. Comparison of different models on NSL_KDD. 

The reason why it can achieve above performance is 
that we used a heuristic structured pruning method during 
model training, which focuses on the number of convolu-
tional channels, layers and convolutional kernels. At first, 
the parameter magnitude of each layer is ranked. Then, the 
layer with the largest parameter magnitude is selected for 
pruning the above three aspects. Lastly, the pruning is done 
by manual modification. After pruning, the size of the 
model was significantly reduced, from the initial 10.1 MB 
to about 660 KB now, and the parameters of the model 
were compressed by 16 times. Under the setting of keeping 
the same training parameters, the accuracy on 
UNSW_NB15, KDD_CUP99 and NSL_KDD datasets 
after 300 theories training is tested at 93.5%, 98.1% and 
97.6% on Accuracy, respectively. 

In summary, our model can show good generalization 
performance in different IoT environments, which can 
theoretically be adapted to the harsh resource environment 
of the IoT to some extent. 

4.2.5 Experiments on Different Class 

To further illustrate the detection rate of the proposed 
model for minority classes, experiments on multi-
classification are conducted in this section using the 
2dCNN-BiLSTM model on the UNSW_NB15, 
KDD_CUP99 and NSL_KDD datasets. 

As can be seen from Figs. 8–10, the 2dCNN-BiLSTM 
model performs better in the 10 classes in the 
UNSW_NB15 dataset. Except for the AUC area of Normal 
and DoS reach about 90%, and the AUC area of the re-
maining 7 classes is around 94% or even higher. The rea-
son for this is that the above 2 classes have the least 
amount of data in the original dataset, and after SMOTEEN 
sampling, the amount of data has been expanded to a cer-
tain extent, and the accuracy has been greatly improved 
compared to that before sampling. Therefore, in terms of 
the comprehensive accuracy, the 2dCNN-BiLSTM model 
can achieve the ideal accuracy for different attack types. 
Among the five categories in the KDD_CUP99 dataset, all 

 
Fig. 8. ROC curve tested on UNSW_NB15. 
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Fig. 9. ROC curve tested on KDD_CUP99. 

 
Fig. 10. ROC curve tested on NSL_KDD. 

the 5 categories perform strongly. It shows that the struc-
ture and parameters of the model proposed in this paper 
can fit the characteristics of this dataset well. Similarly, in 
the NSL_KDD dataset, the AUC area of the 5 categories is 
all beyond 97%, which fully demonstrates that the general-
ization performance of the model proposed in this paper is 
very good and can adapt to different data in different IoT 
environments. 

5. Conclusion 
With the advancement of 5G, IoT has been further 

developed, and its wide range of use and increasing im-
portance have made it an obvious target for hackers to 
attack. As a large-scale functional network for endpoints, 
once attacked, it may cause immeasurable losses. There-
fore, it is extremely important to study the network intru-
sion detection methods for IoT. Regarding the existing IoT 
security field, an intrusion detection scheme is proposed. 

Firstly, in order to realize the balance between data 
availability and data richness, we design a fusion of 
SMOTE and ENN model. It solves the data imbalance on 
the one hand, and greatly enhance the data richness on the 

other hand. Secondly, in order to fully extract the detailed 
features of the data after perturbation, we convert the one-
dimensional data into a two-dimensional grayscale map, 
which greatly improves the detection accuracy at the later 
stage. Furthermore, to facilitate the operation in the harsh 
resource environment of IoT, a deep learning model fusing 
2dCNN and BiLSTM is designed, and the model is light-
weighted so that it can take both detection accuracy and 
faster inference time into account. Finally, we conducted 
some comparative experiments. The experimental results 
indicate that on the UNSW_NB15-based dataset, with 
reasonable parameter configurations, the accuracy rate is 
93.5%, the inference time is 11.91 s, and the model size is 
0.68 MB, which indicates that the proposed model can 
achieve good performance in IoT environments while 
maintaining a great detection performance. Compared with 
the existing techniques, it can realize high detection rate in 
IoT’s real-time environment. 

On the whole, the proposed scheme can be applied to 
many IoT’s scenarios, such as smart homes. However, 
facing the current huge network system, the resource con-
sumption and communication overhead of the actual de-
ployment on IoT devices is a problem that must be consid-
ered. In the future we will focus on the deployment of the 
model in real IoT environments, do the detection of real-
time data and test. 
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