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Abstract. Existing sea surface small target detection meth-
ods typically rely on intricate feature extraction techniques 
on transformed radar returns. However, these approaches 
suffer from issues of high computational complexity and low 
real-time performance. Temporal Convolutional Network 
(TCN) can enable direct processing of radar time-series 
echo data without the need for elaborate feature extraction, 
thus substantially improving computational efficiency. 
Building upon this, this paper presents a novel target detec-
tion algorithm based on Multi-layer Attention Temporal 
Convolutional Network (MA-TCN). The proposed algorithm 
processes the amplitude information in the original echo sig-
nals, and comprehensively extracts sequence feature infor-
mation through the construction of stacked residual mod-
ules. Additionally, it integrates multi-layer attention 
mechanisms to adaptively adjust the output weights of each 
residual module, thereby further enhancing detection accu-
racy. Experimental results demonstrate that the proposed 
approach achieves significant improvements in both detec-
tion performance and efficiency compared to existing 
methods. 
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1. Introduction 
Sea clutter often exhibits non-Gaussian, non-linear, 

and non-stationary characteristics [1]. The electromagnetic 
waves scattered by sea clutter manifest strong backscatter-
ing, resulting in a low signal-to-clutter ratio between radar 
signals and clutter. This makes it easy for target signals to 
be submerged and difficult to detect. Therefore, small target 
detection in sea clutter background remains a crucial and 
challenging task in the field of maritime radar signal pro-
cessing [2]. From the perspective of detection methodolo-
gies, current approaches mainly fall into two categories: tra-
ditional signal processing-based methods and machine 
learning and deep learning-based methods.  

Extensive work has been conducted in the traditional 
field of sea surface target detection. In [3], Kelly proposed 
a generalized likelihood ratio detector based on the assump-
tion that sea clutter conforms to a complex Gaussian distri-
bution. Robey et al. [4] further proposed an effective 
matched filtering technique. However, the non-Gaussian na-
ture commonly observed in sea clutter imposes constraints 
on the applicability of traditional distribution models. To 
gain a comprehensive understanding of the complexity of 
sea clutter, Haykin et al. [5] constructed a nonlinear predic-
tion model based on the chaotic characteristics and short-
term predictability of sea clutter. In [6], Lo et al. proposed 
a single-feature detector based on the Hurst exponent, lever-
aging the distinct fractal characteristics exhibited by targets 
and sea clutter. Shui et al. [7] proposed a detector based on 
three features. Shi et al. [8] proposed a three-feature detector 
based on the two-dimensional time-frequency domain. The 
majority of the aforementioned methods leverage the convex 
hull learning algorithm for target detection. However, the 
applicability of this algorithm becomes challenging when 
confronted with feature spaces comprising more than three 
dimensions due to the data dimension explosion issue asso-
ciated with the convex hull algorithm. Xu et al. [9] proposed 
a sea surface small target detection algorithm based on joint 
features and the Support Vector Machine (SVM). Guo et al. 
[10] combined the K-Nearest Neighbor (KNN) algorithm 
with anomaly detection principles. They established a high-
dimensional feature space with eight features. By adjusting 
parameters to control the false alarm rate, they avoided is-
sues related to feature compression and dimensionality con-
straints, thus further bolstering the performance of the detector.  

In recent years, deep learning techniques have garnered 
widespread application, showcasing remarkable perfor-
mance across diverse domains. Su et al. [11] used a Convo-
lutional Neural Network (CNN) to detect the micro-motion 
Doppler of offshore targets. Su et al. [12] utilized the Long 
Short-Term Memory (LSTM) network and CNN to detect 
sea surface targets in one-dimensional sequence signals. 
Furthermore, the team proposed an intelligent detection 
method based on the fusion of features using a dual-channel 
convolutional neural network, achieving superior detection 
performance [13]. Wang et al. [14] devised a dual-perspec-
tive attention-based maritime radar target detector employ-
ing CNN. Wan et al. [15] presented a detection method 
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based on the LSTM network, demonstrating favorable de-
tection performance on real-world datasets. Qu et al. [16] 
proposed a method for small sea surface target detection 
based on enhanced CNN with controllable false alarm rates. 
Shi et al. [17] designed a detector based on dual-channel 
convolutional neural networks. Both methods achieved 
high-performance detection with globally controllable false 
alarm rates for high-dimensional features. 

The above feature-based detection methods focus on 
improving detection probability and have demonstrated 
commendable performance. However, within the realm of 
small target detection on the sea surface, detection probabil-
ity is not the only criterion for evaluating detectors. Real-
time performance assumes equal significance. A detection 
system with strong real-time capabilities can rapidly respond 
to environmental changes and the appearance of targets, par-
ticularly in dynamically complex marine environments. This 
capability is imperative for promptly identifying and ad-
dressing potential security threats. Inadequate real-time per-
formance not only delays information acquisition and pro-
cessing but may also lead to erroneous decision-making, 
thereby impacting the overall performance of the monitoring 
system [18]. Therefore, the reduction of processing time, 
coupled with the decrease in computational complexity, 
stands as pivotal for improving the real-time performance of 
the detector, thereby streamlining its engineering applica-
tions. 

However, most of the existing small target detection 
algorithms initially transform the radar echo signals before 
extracting features in the transformed domain, which entails 
considerable computation and time. Simultaneously, in or-
der to extract finer features, it is necessary to continuously 
increase the depth of the network until the receptive field 
covers the entire signal. This results in a deep network struc-
ture and increased computational complexity. In contrast, 
TCN can directly utilize the raw echo sequences for detec-
tion without the need for transforming them. Leveraging 
a residual structure that incorporates operations such as di-
lated causal convolutions and skip connections, TCN can 
process the same input information with fewer network lay-
ers, thus mitigating information loss, reducing computa-
tional complexity, and achieving faster detection speeds. 

This paper proposes a novel small target detection 
method for one-dimensional temporal signals from maritime 
radar, leveraging the deep learning principle by integrating 
TCN with multi-layer attention mechanisms. Firstly, the raw 
radar echo signals are preprocessed, followed by a propor-
tional division of the dataset. Subsequently, an enhanced 
TCN architecture is employed to extract the temporal corre-
lations within the echo signals, incorporating stacked resid-
ual modules to deepen the model for more comprehensive 
sequence feature extraction. Then, the multi-level attention 
mechanism is used to reasonably allocate attention when the 
signal is input. Additionally, a false alarm controllable 
method is adopted to enable target detection under preset 
false alarm rate constraints. Experimental results de-
monstrate the superior detection performance of the proposed

detector, coupled with significantly reduced detection time, 
thereby facilitating its practical implementation. 

The paper is organized as follows. Section 2 describes 
the problem of small target detection on the sea surface. Sec-
tion 3 introduces a novel detector that integrates an en-
hanced Temporal Convolutional Network (TCN) with the 
attention mechanism. Section 4 presents the datasets used, 
namely IPIX and SDRDSP, along with the experimental 
findings, comparing them with the results obtained by other 
detectors. Section 5 concludes the paper. 

2. Description of Detection Issues 
Assuming there is a coherent radar system for sea sur-

face search, which emits N consecutive coherent pulses per 
dwell, and employs I/Q channels for lossless reception dur-
ing the receiving process. Through sampling processing of 
the echo data, a dataset containing an N-dimensional com-
plex echo sequence is obtained where the echo data for the 
k-th range cell can be represented as: 

 ( ) ( ) ( ) T
1 , , , ,kx x x n x N=        (1) 

where [⋅]T represents transpose. 

In radar target detection, data is typically partitioned 
along the fast-time dimension into detection range cells, ref-
erence cells, and guard cells. Specifically, detection range 
cells constitute the primary region subject to sliding-window 
detection, while guard cells are regions proximal to the de-
tection range cells utilized to prevent mutual interference be-
tween adjacent cells. Reference cells, on the other hand, 
serve as comparative reference regions [19]. As the sliding 
of the distance unit under inspection proceeds, the reference 
unit and the protection unit are reselected accordingly. Ac-
cording to the literature [7], under the premise of ignoring 
the noise component in the echo signal, the problem of de-
tecting small targets on the sea surface can be summarized 
as the following binary hypothesis testing problem: 
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In the given equation, z(n) and zp(n) represent the radar echo 
data received by the unit under test and the surrounding ref-
erence units, respectively. c(n) and cp(n) represent the time 
series of pure clutter for the unit under test and the surround-
ing reference units, respectively, while s(n) represents the 
time series of target echoes. P denotes the number of refer-
ence units, and N represents the pulse length. Under the null 
hypothesis H0, the time series received by the unit under test 
consists solely of clutter. Under the alternative hypothesis 
H1, the time series received by the unit under test contains 
echoes from the target [10]. 
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3. Design of a Detector Based on  
MA-TCN 

3.1 Improved TCN Model 
In the field of sea surface small target detection, current 

deep learning models predominantly suffer from high com-
putational complexity and poor real-time performance. 
These hurdles greatly impede the practical application of 
deep learning models in this domain. The TCN architecture 
presents a promising solution to mitigate these challenges 
effectively [20], [21]. Nonetheless, TCN tends to treat the 
feature outputs of each residual block with equal signifi-
cance in influencing the final classification outcome. Such 
a method may overlook valuable information, potentially 
compromising the performance of the detector. To address 
this limitation, the integration of a multi-layer attention 
mechanism becomes imperative. This mechanism dynami-
cally enhances the representation of pertinent features for the 
classification task while suppressing those with minimal rel-
evance. Consequently, this study proposes a novel one-di-
mensional temporal target signal detection algorithm based 
on MA-TCN. By augmenting the TCN architecture and in-
corporating a multi-layer attention mechanism, the proposed 
detector exhibits enhanced robustness and discriminative ca-
pability, thereby offering a viable solution for sea surface 
small target detection. 

The detector employs an end-to-end approach which 
enables the model to autonomously and efficiently handle 
one-dimensional time series data. As illustrated in Fig. 1, the 
detector consists of four components, namely a data prepro-
cessing module, stacked residual modules, a multi-layer at-
tention mechanism module, and a classification module. In-
itially, the input I/Q complex data undergoes preprocessing 
to map the complex signals into real numbers, and the echo 
data is partitioned into training and testing sets. Subse-
quently, the model utilizes a residual module to extract tem-

poral features of the echo data through convolutional opera-
tions. With a stacked structure, the network deepens its 
layers, facilitating the extraction of increasingly abstract and 
profound features to further enhance the representation ca-
pability of the model. Furthermore, the incorporation of 
a multi-layer attention mechanism enables adaptive scaling 
of the output weights of each residual module, thereby refin-
ing the model's attentional focus and enhancing its discrim-
inative ability. Finally, a classification module is employed 
to classify the processed features, and a false alarm control-
lable algorithm is incorporated to obtain detection probabil-
ities at a given false alarm rate. 

3.1.1 Data Preprocessing Module 

TCN is a neural network architecture rooted in convo-
lutional operations, it primarily serves as a tool for pro-
cessing temporal data. Since convolutional operations are 
essentially conducted in the real domain, the input data of 
TCN networks are generally assumed to be in real number 
form. However, as radar echo signals are typically repre-
sented as complex numbers (I/Q), a transformation of the 
data is imperative to align with the requirement of TCN. 
This paper focuses on analyzing the data from the amplitude 
perspective, with the calculation method as follows: 

 ( ) j , 0,1, 2, , 1.x n I Q n N= + = −    (3) 

In the expression, x(n) represents the magnitude of the echo 
signal; I and Q respectively represent the in-phase compo-
nent and quadrature component of the received radar echo 
signal. 

This article partitions data of unit length N into multi-
ple small-scale vectors of length K to generate sufficient 
samples. 
 ( ) ( )( )1 1: 1 .ju x m j m j M= − + − +  (4) 

In the equation, j = 1,2,…,m is a constant used to adjust the 
length of overlap between adjacent vectors. 
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Fig. 1. The structural diagram of the MA-TCN model. 
 



466 X. YIN, W. LI, L. WANG, ET AL., SEA SURFACE SMALL TARGET DETECTION ON ONE-DIMENSIONAL SEQUENTIAL SIGNALS 

 

Fig. 2.  Diagram of stacked residual module structure. 

3.1.2 Stacked Residual Module 

The paper enhances the capability of the model to ex-
tract deeper-level features from radar echo signals by stack-
ing multiple residual blocks. The configuration is delineated 
in the upper segment of Fig. 2. Herein, the input of a certain 
residual module is the output of its previous one. Different 
residual modules employ dilated convolutions with varying 
dilation factors d, where d increases exponentially with the 
depth of the residual module. 

As illustrated in the lower portion of Fig. 2, each resid-
ual module comprises a series of mapping transformations 
denoted as F, which consist of dilated causal convolutions, 
batch normalization, the non-linear mapping function, drop-
out, and residual connections. This framework forms 
a multi-layer feature extraction and temporal modeling 
structure. Such a design enables parallel computation and al-
lows adjustment of the receptive field size of the convolu-
tional layer through dilation factors, facilitating the pro-
cessing of radar echo data with fewer convolutional layers. 

The output of each residual module not only serves as 
the input for the subsequent residual module but also con-
tributes to a multi-layer attention mechanism. The output of 
the first residual block is: 

 ( )( ) ( )Activation .o x F x T x= + =   (5) 

To better handle complex temporal data, this paper pro-
poses improvements within the framework of the fundamen-
tal TCN. The following section will detail the modifications 
made to the residual module. 

a)     Dilated causal convolution 

The dilated causal convolution designed in this paper 
is shown in Fig. 3, with a convolution kernel size of 3 and 
an expansion coefficient of 2. Assuming the input samples 

are denoted as X = {x1, x2, …, xn}, and the convolution ker-
nel as F = {f1, f2, …, fK}. Then, combining with reference 
[20], the output at position xt after dilated causal convolution 
can be defined as: 

 ( )( ) ( )
1

K

t kt d K k
k

F X x x f− −
=

∗ = ∑ .   (6) 

b)     Batch normalization, non-linear mapping, and 
regularization techniques 

The original TCN uses Weight Normalization (WN) to 
standardize network parameters, ensuring consistent weight 
scales and facilitating gradient descent, but neglects to 
standardize the input features, which may lead to instability 
in network parameters. Therefore, this paper adopts Batch 
Normalization (BN) instead of WN when designing the de-
tector. BN normalizes the inputs within each training batch, 
ensuring that the mean of each feature approaches 0 and the 
standard deviation approaches 1. This process alleviates gra-
dient vanishing and exploding while enhancing the training 
speed and stability of the network. Let the normalized fea-
tures be denoted as CovBN = [C̃1,…,C̃M]. 

Normalization itself is a linear operation and cannot 
provide sufficient nonlinearity for effective feature represen-
tation. Therefore, to meet the demands for intricate and non-
linear feature extraction, this paper introduces the nonlinear 
activation function ELU after the batch normalization oper-
ation, which is linear on the positive interval and has values 
in the negative interval. In this case, the nonlinear transfor-
mation features are: 

 ( ) ( )( ), ELU ,m mC i j C i j=
 

.   (7) 

Introducing non-linear mapping after batch normaliza-
tion can enhance the adaptability of TCN networks to com-
plex patterns and non-linear relationships within the data. 
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Fig. 3.  The schematic of dilated causal convolution in the MA-TCN model. 

c)     Residual connection 

Residual connections, also known as skip connections, 
establish direct connections in the network that span layers, 
adding the output of the previous layer to the output of sub-
sequent layers, thereby constituting a "residual block". The 
principle is shown in Fig. 4. 

In this paper, during the feature extraction of time se-
ries data, a skip connection mechanism is employed to add 
the input x of the module to its mapping transformation out-
put F(x). Additionally, a 1 × 1 convolution operation is uti-
lized to adjust the channel dimension of the input x, ensuring 
it matches the channel number of the mapping transfor-
mation output F(x). The output of each residual module unit, 
denoted as formula (5), is preserved as an intermediate re-
sult, from which subsequent multi-layer attention modules 
derive their inputs. 

3.1.3 Multi-layer Attention Module 

The attention mechanism is a resource allocation strat-
egy aimed at focusing computational resources on the most 
informative parts of the signal. When dealing with one-di-
mensional time-series data, different segments contribute 
disparately to classification results. Some segments may ex-
hibit similar patterns across different sequences, making it 
challenging to effectively differentiate sequences based on 
these segment features. On the other hand, certain segments 
may be unique to a particular sequence, playing a significant 
role in classification [22]. Based on this viewpoint, this pa-
per combines TCN with attention mechanisms, empowering 
the detector to adaptively scale the feature weights involved 
in the classification process. This dynamical scaling high-
lights features beneficial for the classification while sup-
pressing the impact of task-irrelevant features. 

Various scenarios require different attention mecha-
nisms, and the Self-Attention mechanism is the one that can 

associate distinct features within a single sequence. By sim-
ultaneously attending to all features in the same sequence, it 
calculates the response to each feature in the sequence. This 
implies a focus on the input sequence itself to discover the 
inherent connections within the sequence. Notably, the Self-
Attention mechanism exhibits parallel computation capabil-
ities, enabling efficient computation of correlations between 
representations at each position in the sequence. This attrib-
ute renders it well-suited for handling time-series data with 
complex spatiotemporal correlations such as radar echo data. 
Through this mechanism, comprehensive capture of correla-
tions between different time steps and different positions can 
be achieved, aiding in more accurately modeling the depend-
ency relationships among radar echo data. The principle of 
the Self-Attention mechanism is illustrated in Fig. 5. 

In addition, to capture features with varying degrees of 
abstraction, this paper integrates an attention mechanism 
calculation on the output of each residual module, namely, 
a multi-layer attention module, as illustrated in Fig. 6. As-
suming the output of each residual module is Ti(x) ∈ RC × n, 
where C denotes the number of channels and n represents 
the sequence length. 

Weight Layer

Weight Layer

x

( )F x

( ) ( )H x x F x= +

x

 
Fig. 4.  Residual connection schematic diagram. 
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Fig. 5.  The schematic diagram of self-attention mechanism. 
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Fig. 6.  Multi-layer attention module. 

The output of the multi-layer attention module in this 
model is the weighted sum of the output features of K resid-
ual modules after passing through the attention mechanism. 
This can be expressed as: 

 
1 1

K C
kj kjk j

G a H
= =

= ∑ ∑    (8) 

where akj and Hkj respectively represent the weight coeffi-
cient and output feature of the j-th channel in the k-th resid-
ual module. The formula for calculating the weight coeffi-
cient is: 

( )( ) ( )( )
( )( )1 1

exp tanh
softmax tanh

exp tanh

k kj
kj k kj K C

k kjk j

ω H
a ω H

ω H
= =

= =
∑ ∑

(9) 
where ωk represents the trainable parameters of the k-th re-
sidual block. Based on this, the model can assign varying 
weights to different Hkj, thereby accentuating features con-
ducive to the classification task while attenuating irrelevant 
features. Finally, the G calculated by the module serves as 
the final extracted signal feature for the classification task. 

3.1.4 Classification Module 

In the classical TCN model, fully connected layers are 
commonly integrated for extracting global features, which 
are subsequently fed into a softmax classifier for classifica-
tion. However, in the context of small target detection on the 
sea surface, the substantial presence of sea clutter leads to 

a large number of parameters in the fully connected layers, 
thus posing a risk of overfitting and increasing computa-
tional complexity. Recent studies have indicated that 
employing substituting fully connected layers with Global 
Average Pooling (GAP) layers shows promising results in 
addressing this issue [23]. The primary advantages of the 
GAP layer lie in its reduced parameter count and enhanced 
computational efficiency, particularly beneficial for small-
scale datasets. Furthermore, they possess a smoothing prop-
erty, which aids in mitigating overfitting more effectively, 
thus contributing to the improvement of model generaliza-
tion capabilities. 

Therefore, this paper adopts the GAP layer to extract 
global information for each sample and perform feature 
compression. It controls the dimensionality of the output 
feature vectors from the GAP layer and computes the aver-
age of each feature vector, obtaining the average feature val-
ues of each sample across different feature dimensions. Fi-
nally, the softmax function is employed to transform the 
average feature values into class confidences, thus fulfilling 
the classification objective, as depicted in Fig. 7. 

Assuming the output of the multi-layer attention mod-
ule is G, and the result after GAP is denoted as Favg, its com-
putation formula is: 

 ( )avg 1 1

1 , .H W

i j
F G i j

H W = =
=

× ∑ ∑   (10) 

In the expression, Favg ∈ RC × 1; H and W represent the height 
and width of the sample, respectively. The result is input into 
the softmax function for binary classification. 
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Fig. 7.  Classification module. 
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3.2 Design of a Controllable False Alarm 
Detector 
In the field of small target detection on the sea surface, 

the sea spike effect is closely related to the occurrence of 
false alarms. It directly reflects the non-stationary character-
istics of sea clutter, which is caused by changes in wind 
speed and waves. Especially when the wind speed is high, 
the sea surface surge will become violent, resulting in the 
generation of broken waves, which will cause strong echoes 
and form echo signals with larger amplitudes. Due to the 
prominent manifestation of sea spike effects in radar signals, 
they are susceptible to detection, consequently triggering 
false alarms. False alarm rate refers to the ratio of the num-
ber of sea clutter misjudged as targets to the total number of 
sea clutter samples in the dataset, which is an important met-
ric for assessing target detection performance. In the realm 
of sea-based radar target detection, once a potential target is 
identified, significant human and material resources are re-
quired for further confirmation and identification. Therefore, 
the occurrence of false alarms may lead to substantial re-
source wastage. Consequently, this paper proposes a false 
alarm controllable method for making final classification de-
cisions, achieving target classification under a preset false 
alarm rate. 

The detector proposed in this paper uses a softmax 
classifier to determine distinct thresholds to control the false 
alarm rate. According to reference [12], the softmax layer 
can convert the classification results into classification prob-
abilities, as follows: 

 ( )
1

e
e

i

c

z

i C z
c

S z
=

=
∑

  (11) 

where zi denotes the output of the i-th node; C represents the 
number of classes for classification. Therefore, the output of 

this detector is a two-dimensional vector, with results rang-
ing between 0 and 1, and sums up to 1. The first element 
represents the probability of the sample being a target signal, 
while the second element represents the probability of the 
sample being clutter. Thresholds can be set using the follow-
ing method to achieve control over varying false alarm rates. 

 ( )1 ,iT Y=   (12) 

 fa clutter .i p N= ×    (13) 

In the equations, Y represents the set of clutter samples after 
being sorted in descending order; pfa denotes the false alarm 
rate to be controlled; and Nclutter stands for the number of 
clutter samples. 

3.3 Training and Testing Procedures 
The training process of the proposed MA-TCN model 

mainly consists of two stages: data preprocessing and model 
training, as depicted in Algorithm 1. During the data prepro-
cessing stage, the raw measured radar signals are processed, 
and the training set and testing set are partitioned. Subse-
quently, all parameters of the model are randomly initial-
ized. Following this, the model is iteratively trained using 
the training set to optimize network parameters. Ultimately, 
by adjusting the detection threshold to meet the requirements 
for false alarm rate, the model parameters are saved for use 
in the testing phase, thus achieving controlled false alarm 
target detection. 

During the testing phase, the testing dataset is fed into 
the trained model to obtain the maximum detection proba-
bility under a controllable false alarm rate. This process uti-
lizes the parameters learned by the MA-TCN model during 
training to effectively detect new data. 

 

                     Algorithm. 1. Training process of the MA-TCN model. 

Input: The actual radar echo data, randomly initialize the parameter set φ = {θten, θattention}, along with the learning rate 𝑙𝑙𝑟𝑟, 
where {θten, θattention}  represent the parameters of the stacked residual module and the multi-level attention module, respectively. 
Output: MA-TCN model (with trained model parameters φ). 

Perform magnitude transformation and equally spaced partitioning on the data according to formulas (3) and (4), and 
split it into training and testing sets in a 7:3 ratio. 

For epoch = 1 to E (where E denotes the total training batches) 
        Shuffle the dataset and divide it into K mini-batches. 
        For batchsize = 1 to K 
            For n = 1 to N (where N is the number of residual modules) 

                Calculate the output features of each residual module according to formulas (5)–(7).  
End 

Calculate the output features through the multi-layer attention module according to formulas (8) and 
(9).  

Calculate the probabilities belonging to each category according to formula (10). 
Calculate the loss function and compute the random gradients for each parameter, then perform 

backpropagation using gradient descent. 
End  

End 
Utilize the false alarm controllable method in Sec. 3.3 to obtain the optimal classifier under the current preset false alarm 

rate. 
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Overall, the MA-TCN model achieves efficient detec-
tion of sea surface targets through two phases: training and 
testing. During training, an improved TCN is employed for 
direct feature extraction from one-dimensional temporal sig-
nals, obviating the necessity for manually designed complex 
signal transformation procedures. Integration of multiple 
layers of attention modules enables adaptive adjustment of 
the weights of residual blocks, thereby minimizing infor-
mation loss. Finally, a controllable false alarm detector is 
utilized to accomplish target detection under a certain false 
alarm rate. During testing, the trained model accurately clas-
sifies new data samples, providing a reliable solution for the 
automatic recognition of targets and sea clutter. 

4. Experimentation and Results 
Analysis 

4.1 Experimental Environment 
The operating environment of this study is Windows 

10, utilizing a 64-bit operating system, and based on an x64 
architecture processor. The selected graphics card is the 
NVIDIA GeForce RTX 3080Ti with a memory capacity of 
32 GB. Python 3.7 and MATLAB 2019 are employed as the 
development languages for all experiments. The training pa-
rameters of the model are set as follows: 300 training 
epochs, with a batch size of 64. The loss function employed 
is cross-entropy, and the optimization algorithm used is 
Adam. 

The code for this paper has been publicly shared on 
GitHub at https://github.com/XiangYinyzu/MA-TCN.git. 

4.2 Introduction to the Dataset 
In order to obtain a sufficient number of training sam-

ples, this study adopts (4) to segment the radar echo data 
during the construction process of the marine radar dataset. 
In the experiments, d and D are set to 10 and 1024, respec-
tively. 

4.2.1 The IPIX Dataset 

In this paper, an experiment was conducted using the 
IPIX database collected in 1993 by a team led by Simon 
Haykin of McMaster University [24]. The database com-
prises 10 sets of data in staring mode, with the target being 
a foam plastic spherical block wrapped in metallic wire 
mesh, possessing a diameter of 1 meter. Each set of IPIX 
data consists of 14 data units, including 1 target unit, 9 clut-
ter units, and 4 guard units. Each dataset contains data in 
four polarization modes: HH, HV, VH, and VV, with each 
polarization mode's echo data consisting of 14 range bins 
and matrices of 131,072 pulses, among which only one 
range bin contains the target. Additionally, the IPIX radar 
operates in the X-band with a working frequency of 
9.3 GHz, a pulse repetition frequency of 1000 Hz, a beam-
width of 0.9 degrees, and an antenna gain of 45.7 dB. For 
ease of reference in the experiment, the 10 datasets are nu-
merically labeled, and specific information regarding file 
names, wind speed, target units, and affected units is pro-
vided in Tab. 1. 

4.2.2 SDRDSP 

Although the IPIX database has been widely adopted 
as a benchmark for sea surface small target detection, some 
of its physical parameters are relatively outdated. In re-
sponse to the advancements in advanced radar systems, the 
Naval Aviation University Information Fusion Research In-
stitute has proposed the Sea Detection Radar Data Sharing 
Program (SDRDSP) to meet the requirements of current ra-
dar data [25], [26]. The SDRDSP database is available for 
research on target detection, sea clutter characteristics, and 
clutter suppression. The database is collected by an X-band 
radar with two pulse modes: single frequency mode and lin-
ear frequency modulation mode. Each dataset in the 
SDRDSP database consists of two sets of measurement data, 
both of which can be utilized for target detection. To further 
validate the performance of the proposed detector, three sets 
of measurement data under the staring mode from 2020 were 
selected for testing, and Table 2 provides detailed descrip-
tions of them. 

 
 

Number    Filename               Wind speed 
(km/h)   

Wave height 
(m)   

Units  
under test    

Units 
affected    

1    19931107_135603_starea17      9      2.2     9     8,10,11   

2    19931108_220902_starea26      9      1.1     7     6,8     

3    19931109_191449_starea30      19      0.9     7     6,8     

4    19931109_202217_starea31      19      0.9    7     6,8,9    

5    19931110_001635_starea40      9       1.0    7     5,6,8    

6    19931111_163625_starea54      20      0.7    8     7,9,10    

7    19931118_023604_stareaC0000280   10       1.6    8     7,9,10   

8    19931118_162155_stareaC0000310   33      0.9    7     6,8,9    

9    19931118_162658_stareaC0000311    33       0.9    7     6,8,9    

10   19931118_174259_stareaC0000320    25      0.9    7     6,8,9    

Tab. 1.  An explanation of the 1993 measured IPIX data. 
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Filename Sea condition level Number of 
pulses Information description 

20210106150614_01 
20210106150614_02 
20210106150614_03 

Level 3-4 >104 Target: Navigational buoy  
Distance: 4.84 km 

20210106160919_01 
20210106160919_02 Level 3-4 >104 Target: Navigational buoy and ship 

Distance: 2.778 km and 4.115 km 
20210106172511_01 
20210106172511_02 Level 3-4 >104 Target: Two anchored ships 

Distance: 2.81 km and 4.16 km 

Tab. 2.  Detailed information of the selected SDRDSP dataset. 

4.3 Detector Performance Analysis 
To validate the performance of the detector proposed in 

this paper, it is compared against four other typical and state-
of-the-art methods, namely, a detector based on three fea-
tures, an Isolation Forest-based detector [27], a CNN-based 
detector, and a SAE-GA-XGBoost-based detector [28]. 

4.3.1 Efficiency Analysis Detection 

Given the significance of real-time performance in ac-
tual radar systems, this paper conducts experiments on the 
time taken by each detector in the detection process under 
the HH polarization mode of the #54 dataset. The specific 
results are presented in Tab. 3. 

From the table, it can be observed that the previous four 
detectors require significant time for data preprocessing. The 
primary reason for this lies in the need to acquire the requi-
site features for detection, which often involves computa-
tionally intensive operations such as frequency transfor-
mation and spectral analysis of the raw radar echo signals. 
Subsequently, constructing feature spaces based on time do-
main, frequency domain, and time-frequency domain further 
contributes to the computational load. In comparison, the de-
tector proposed in this paper operates on one-dimensional 
temporal radar data using an improved TCN without the 
need for complex signal transformation processes. By intro-
ducing dilation factors, the network model is simplified, 
thereby reducing the overall computational complexity of 
the algorithm. Consequently, the proposed method demon-
strates outstanding real-time performance, requiring only 
20 seconds for data preprocessing, and the entire training 
process takes only 300 seconds. Experimental results 
demonstrate that, under equivalent conditions, the detector 
proposed in this paper exhibits a significant improvement in 
the overall time required for small sea surface target detec-
tion compared to other detectors. This indicates a notable 
enhancement in response speed, highlighting clear ad-
vantages in reducing computational complexity and improv-
ing real-time performance. 

4.3.2 Performance Analysis Detection 

In this paper, a certain number of test sets were se-
lected, and the confusion matrix under HH polarization for 
dataset #30 is shown in Fig. 8. Additionally, confusion ma-
trices under VV, HV, and VH polarizations as well as other 
datasets were tested but are not presented here due to space 
limitations. According to the analysis of the confusion ma-
trix shown in Fig. 8, when the preset false alarm rate is 

0.001, the model demonstrates excellent performance in rec-
ognizing target samples in this dataset, achieving an accu-
racy of 89.48%. The actual false alarm rate is 0.0018, which 
shows a relatively small deviation from the preset false 
alarm rate, indicating effective control over the false alarm 
rate. 

In Fig. 9, comparative results of detection probabilities 
across various polarization modes for multiple detectors are 
depicted for 10 datasets in the IPIX database, with a false 
alarm rate of 0.001. Through a comprehensive comparison 
across 40 sets of data, it is evident that under these condi-
tions, the proposed detector consistently exhibits the highest 
detection probability across all polarization modes, as com-
pared to four other detectors. This outcome strongly corrob-
orates the effectiveness of the proposed detector in handling 
temporal signals. 

Furthermore, it can be observed from Fig. 9 that the po-
larization mode significantly affects the detection results. 
Taking the #17 dataset as an example, the detection proba-
bility is 0.8879 when the polarization mode is HH; for VV 
polarization, the detection probability is 0.7426; while for 
HV and VH modes, the detection results are 0.8891 and 
0.8696, respectively. It can be seen that the detection results 
under VV polarization mode are the lowest among all files. 
On the other hand, under the same polarization mode, there 
is a significant difference in detection probabilities among 
different datasets. For instance, under HH polarization, the 
detection probability of #17 is approximately 19% higher 
than that of #30. These discrepancies primarily stem from 
variations in the average signal-to-clutter ratio of the data. 

Figure 10 depicts a comparative analysis of detection 
probabilities from various detectors across four polarization 
modes for ten datasets within the IPIX database, with a false 
alarm rate of 0.01. Upon comparison, it was observed that 

 
Fig. 8.  Confusion matrix for HH polarization under the #30 

dataset. 
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              Detector 

Time 
Tri-feature-

based detector 

Isolation 
Forest-based 

detector 

CNN-based 
detector 

SAE-GA-
XGBoost -

based detector 

Proposed 
detector 

Data preprocessing 
time 150 min 1740 min 150 min 90 min 20 s 

Training time 10 s 200 s 405 s 140 s 300 s 

Tab. 3.  Detection efficiency of different detectors. 

 
(a) HH                                                                                          (b) HV 

 
(c) VH                                                                                             (d) VV 

Fig. 9.  Comparison of detection probabilities of different detectors at a false alarm rate of 0.001. 

among the 40 datasets, the detector proposed in this study 
exhibits superior detection performance when compared to 
four other detectors.  

For an overall evaluation of the IPIX database perfor-
mance, Table 4 presents the average detection probabilities 
and time consumption of various detectors under different 
false alarm rates across four polarization modes. From the 
table, it can be observed that the average detection probabil-
ities for the three-feature detector are 0.5668 and 0.5905; for 
the Isolation Forest detector, they reach 0.7246 and 0.7676; 
for the CNN-based detector, they stand at 0.7645 and 
0.8179; while for the SAE-GA-XGBoost-based detector, 
they stand at 0.6017 and 0.6625. Notably, the average detec-
tion performance of the proposed detectors is 0.9194 and 
0.9927, respectively. Compared to the other four detectors, 
the proposed detector, which directly detects one-dimen-
sional radar temporal signals using an improved TCN and 
adapts the weights of each residual module through a multi-

layer attention mechanism, achieves a detection probability 
improvement of 15%–40%. 

The observations from Tab. 4 further reveal that with 
the increasing of false alarm rate, the detection probabilities 
of various detectors demonstrate an upward trend. This phe-
nomenon arises from the adjustment of corresponding clas-
sification thresholds during the classification process as a re-
sult of increasing the false alarm rate, leading to more 
samples being identified as targets. In practical applications, 
detection must be conducted under specific false alarm rate 
conditions. The experimental results in this section demon-
strate that under low false alarm rates, the MA-TCN detector 
can also achieve high detection probabilities. In summary, 
among the five detectors discussed, the detector proposed in 
this paper requires the least amount of time for detecting 
small targets on the sea surface, thereby not only enhancing 
detection performance but also improving detection effi-
ciency, which is conducive to engineering implementation. 
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(a) HH                                                                                          (b) HV 

 
(c) VH                                                                                           (d) VV 

Fig. 10.  Comparison of detection probabilities of different detectors at a false alarm rate of 0.01. 
 

 

Detector PF 
Average detection probability under different polarization modes Average 

detection 
probability 

Average 
detection time 

(s) HH HV VH VV 

Tri-feature-based 
detector 

0.001 0.5200 0.6309 0.6277 0.4885 0.5668 
9010 

0.01 0.5557 0.6639 0.6532 0.4892 0.5905 

Isolation Forest-based 
detector 

0.001 0.7025 0.7571 0.7549 0.6841 0.7246 
104600 

0.01 0.7678 0.7930 0.7890 0.7206 0.7676 

CNN-based detector 
0.001 0.7779 0.8000 0.8160 0.6641 0.7645 

9405 
0.01 0.8229 0.8519 0.8626 0.7344 0.8179 

SAE-GA-XGBoost-
based detector 

0.001 0.6573 0.6460 0.6478 0.4560 0.6017 
5540 

0.01 0.7065 0.7099 0.7140 0.5196 0.6625 

Proposed detector 
0.001 0.9108 0.9377 0.9270 0.9019 0.9194 

320 
0.01 0.9932 0.9975 0.9943 0.9858 0.9927 

Tab. 4.  Average detection performance and detection efficiency of different detectors. 

To further validate the effectiveness of the proposed 
detector, three sets of data from the SDRDSP dataset were 
utilized for validation analysis. In the first dataset, the target 

is a navigational buoy located at a distance of 4.84 km from 
the radar (corresponding to the 1937th and 1938th distance 
units). In the second dataset, the targets consist of a naviga- 
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tional buoy and a ship, positioned at distances of 2.778 km 
(at the 1112th distance unit) and 4.115 km (at the 1647th and 
1648th distance units) from the radar, respectively. In the 
third dataset, the targets are two anchored vessels situated at 
distances of 2.81 km (at the 1124th and 1125th distance 
units) and 4.16 km (at the 1694th and 1695th distance units) 
from the radar, respectively. When the false alarm rate is 
0.001, the detection results of the proposed detector on three 
sets of data are shown in Fig. 11. Figures 11(a) to (f) repre-
sent the original radar signal and the detection result for the 
first, second, and third sets of data, respectively. A compar-

ison reveals that the proposed detector can effectively dis-
tinguish between the target and sea clutter, demonstrating 
the effectiveness of the detector. 

Table 5 presents the detection performance of the pro-
posed detector on the three sets of data from the SDRDSP 
dataset at preset false alarm rates of 0.001 and 0.01. As 
shown in the table, the difference between the actual false 
alarm rates and the preset false alarm rates is relatively small 
across the three sets of data, demonstrating a controlled false 
alarm rate. Additionally, all three sets of data achieve high 
detection probabilities. 

 
                   (a) The first set of radar echo data                                    (b) The detection results corresponding to the first set of data 

 
                          (c) The second set of radar echo data                                (d) The detection results corresponding to the second set of data 

 
                                (e) The third set of radar echo data                              (f) The detection results corresponding to the third group of data 

Fig. 11.  When the false alarm rate is 0.001, the detection results of three sets of SDRDSP data. 
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Data Prescribed false alarm rate Actual false alarm rate Detection probability Detection time (s) 

First group 
0.001 0.003 1 244 

0.01 0.01 1 244 

Second group 
0.001 0.001 1 404 

0.01 0.02 1 404 

Third group 
0.001 0.001 1 599 

0.01 0.01 1 599 

Tab. 5.  Performance of detectors on three datasets of SDRDSP dataset. 

5. Summary 
This paper presents a sea surface small target detection 

method based on MA-TCN. Addressing the issues of 
lengthy feature extraction time and low real-time perfor-
mance of existing detectors, an improved TCN is utilized to 
directly extract features from one-dimensional temporal sig-
nals. Furthermore, a multi-layer attention module is em-
ployed to adaptively adjust the weights of residual blocks, 
aiming to shorten data preprocessing time and minimize 
information loss. Additionally, different thresholds are de-
termined based on the softmax classifier to control the false 
alarm rate. Experimental results on IPIX and SDRDSP 
datasets demonstrate that compared to existing methods, the 
proposed detector achieves higher detection probability and 
shorter processing time, showcasing its superiority in sea 
surface small target detection tasks. This indicates the poten-
tial practical application value of MA-TCN in handling radar 
time-series data in complex environments. Further work 
needs to obtain or construct more real radar data under dif-
ferent sea states to verify the universality of the proposed 
method. 
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