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Abstract. To overcome the high peak-to-average-power
ratio (PAPR) in orthogonal time sequency multiplexing
(OTSM), this document proposes orthogonal and random
selective mapping phase vectors (OSLM and RSLM) after
some modifications to be applicable with OTSM construc-
tions at both transmitter and receiver. Consequently, the
PAPR (without explicit side information) of the original phase
vectors is reduced and restored in the presence of a nonlinear
power amplifier, and three different multipath fading channel
models: Extended pedestrian A (EPA), Extended vehicular
A (EVA) and Extended typical urban (ETU), with different
user speed, namely 150 and 500 km/h. Also, complementary
cumulative distribution function (CCDF) PAPR comparisons
are provided based on the Walsh Hadamard transform (WHT)
matrix W𝑁 and the inverse symplectic fast Fourier transform
(ISFFT) matrix F𝑁 . Furthermore, three detectors are modi-
fied and implemented in this work, namely single tap MMSE
(ST-MMSE), Gauss-Seidel iterative matched filter (MFGS)
and linear MMSE (LMMSE). As a result, this proposal shows
reliable performance in terms of PAPR reduction, bit error
rate (BER) and side information error rate (SIER) of the
OTSM system at a fraction of extension values ( 𝑓 = 0.09 and
𝐶 = 1.15) while maintaining power efficiency.

Keywords
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1. Introduction
Orthogonal time sequency multiplexing (OTSM) mod-

ulation is a two-dimensional (2D) modulation scheme in
which information symbols are multiplexed in a delay-
sequence domain, where the sequency is defined as the num-
ber of zero crossing per unit time interval. In other words,

OTSM is a combination of sequency multiplexing and time
division multiplexing [1–3]. OTSM performs similar to more
advanced modulation schemes in the literature such as or-
thogonal time frequency space modulation (OTFS), while
OTSM outperforms the latter in terms of complexity due to
the use of WHT, instead of Fourier transform (ISFFT) [2–6],
while maintaining the BER performance identical to that of
OTFS. Therefore, the OTSM was considered as the start-
ing point for this work. However, as with any multicarrier
system, OTSM suffers from the high peak-to-average power
ratio (PAPR). The high PAPR results in signal distortion
when passing through the nonlinear high power amplifier
(HPA) where the peak that is above the saturation point of
HPA will be clipped. This phenomenon will introduce out-of-
band radiation and in-band distortion, which, in turn, reduces
the system’s overall performance [7]. Hence, several solu-
tions have been presented in the literature to overcome this
problem, although they are still limited compared to those
presented for OFDM PAPR reduction. Below, we present
an introduction to the most recent and most efficient studies
in the literature ,which are mainly related to the high PAPR
processing of OTSM/OTFS.

In [8], the authors analyzed the PAPR of OTFS wave-
form. They consider modulation symbols on an 𝑁 × 𝑀
delay-Doppler grid, where 𝑁 is the number of Doppler bins
and 𝑀 is the number of delay bins. In their view, the up-
per limit of the PAPR of an OTFS signal is limited by the
maximum PAPR that grows linearly with 𝑁 (and not with
𝑀 , the number of subcarriers). Despite this analysis, how-
ever, the CCDF-PAPR is usually accounted at the end of the
ISSFT multicarrier process with a one-dimensional OTFS
frame (𝑀𝑁 × 1). Therefore, 𝑀 will affect, even slightly,
the PAPR performance, especially when using the embed-
ded pilot delay-time channel estimation [4]. Furthermore,
a new sequence indexing method referred to as pairwise se-
quence index modulation (PSeIM) was introduced in [9] to
address SeIM issues for robustness and energy efficiency
in SeIM-based communication systems. In PSeIM, errors
are prevented without having to apply on-off keying (OOK)
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thresholding, by encoding information across pairs of se-
quences. Based on their proposal, the PSeIM-OTSM outper-
forms OTSM in terms of BER, energy efficiency, and PAPR
with a lower implementation complexity. However, since
they introduce 𝑀 × 𝑁/2 inactivated sequence bins of the
OTSM matrix, it means that non-data has been allocated in
this part of the matrix, so the PAPR will be reduced to 50%. In
other words, the PAPR reduction obtained in their proposal is
equivalent, in some way, to reducing the size of OTSM matrix
by half. For high values of 𝑁 (𝑁 > 4), a conventional 𝜇-law
companding technique is presented in [10]. They demon-
strated a gain of OTFS-PAPR reduction up to 2.5 dB over
the original OTFS signal with slight degradation in bit error
rate (BER) performance. Also, an analysis of PAPR reduc-
tion techniques has been provided in [11] for adapted tone
reservation (TR) in OTSM system performance. In [12], the
PAPR is analyzed and minimized using the superimposed pi-
lot scheme compared to conventional zero padded (ZP) pilot
scheme. Additionally, a discrete cosine transform (DCT)-
based OTFS is presented in [13]. This scheme shows about
20% PAPR reduction (in the upper limit of the PAPR for con-
ventional OTFS) and less complexity without compromising
bit error rate (BER) performance. DCT-OTFS also shows
an approximate 0.5 dB reduction in the CCDF-PAPR com-
pared to conventional OTSM. In [14], a nonlinear corrective
active constellation expansion (NC-ACE) method in OTFS
waveform is proposed. Due to the nonlinear compression
characteristics, an accurate control of PAPR and BER per-
formance is reached. The peak windowing technique is used
in [15] to reduce the OTFS-PAPR for high-speed railways in
order to achieve reliable communication in IoT for railways
(IoT-R). Furthermore, a PAPR reduction method is studied
in the pilot-embedded OTFS modulation by [16], where the
interference between data and pilot symbols is avoided by us-
ing guard symbols with zero padding. This method provided
efficient PAPR reduction, although its BER shows a short
deviation from the original OTFS-BER performance. Based
on precoded methods, [17] and [18] show that using the pre-
coder in OTFS leads to a significant PAPR reduction, while
introducing an increasing in errors at some conditions. In
addition to that, two alternative channel estimation scenarios
are proposed in [19] for static multipath channels based on
a low PAPR preamble, which is defined in the delay-Doppler
domain. Despite it illustrates a remarkable increase in the
PAPR when increasing the header value 𝑥𝑝 , they reported that
their proposal increases the robustness of the OTFS system to
nonlinearity and allows a higher power efficiency. In terms of
distortion-free techniques, used to minimize PAPR, selective
mapping (SLM) and partial transmission sequencing (PTS)
are the most common, where the original phases are rotated
into selected new phases and then only the modified data
frame that offers the minimum PAPR is selected. The latter
approach, PTS, is suggested by [7]. The authors introduce
PTS based on the center phase sequence matrix (CPSM) to
reduce the rate of PAPR. It showed a significant reduction in
the PAPR while maintaining the BER and PSD performance,
although no information was provided about the assumed

power amplifier (if applicable), channel and the recovery de-
sign to obtain the original phases. Moreover, a normalized
SLM grouping (NSLM) is proposed in [20] to reduce the
system OTFS-PAPR. 𝜇-NSLM is proposed by combining
the NSLM with the 𝜇-LAW companding algorithm, which
further reduces the PAPR of the system. However, it does not
provide any discussion about the BER performance. In [21],
the PAPR performance in OTFS modulation is analyzed us-
ing classical SLM, without any discussions about the sys-
tem’s BER performance. Finally, [22] introduces a metric-
based symbol predistortion algorithm, to reduce the PAPR
in OTFS modulation. This algorithm is constrained by error
vector magnitude (EVM) limits. However, this scheme in-
duces distortion of OTFS frames, which leads to an increase
in the bit error rate of the system.

In this proposal, the distortionless SLM approach is pre-
sented in two approaches (the orthogonal-SLM (OSLM) [23]
and the random-SLM (RSLM) [24]) with appropriate mod-
ifications to be applicable with OTSM modulation, to re-
duce its PAPR. These approaches are implemented in the
presence of different models of multipath fading channel,
that are extended pedestrian A (EPA), extended vehicular
A (EVA) and extended typical urban (ETU). Besides that,
three different detectors are applied, namely single tap min-
imum mean squared error (ST-MMSE) [25], Gauss-Seidel
iterative matched filter (MFGS) [2,3, 26] and Linear MMSE
(LMMSE) [4]. Therefore, the main objective of this study is
to reduce the PAPR of OTSM modulation while maintaining
BER performance. Because OSLM and RSLM are based
on the principle of rotating original phases to other specific
phases, a reliable recovery process, at each detector, has been
appropriately designed to be able to convert the received data
back to its original phase. This can be considered as another
goal of this proposal. The main concept of this proposal is to
generate 𝑈-phase vectors (either orthogonally or randomly)
to obtain 𝑈-copies of the OTSM frame. Hence, the frame
of the OTSM version with the lowest PAPR is considered
to transmit and pass through the nonlinear power amplifier
(NLPA) (the solid-state power amplifier (SSPA) [27] model
is applied in this proposal). At the receiver, the transmitted
phase vector is recognized at each detector by the proposed
recovery process, and proceeding in data estimation. This
recovery process is implemented by introducing a specific
metric that has been adapted from [23]. The contributions of
this work are listed as follows:

• OTSM system of [2], [3] has been modified to be able
to work with the proposed PAPR reduction schemes
at both the transmitter and the receiver. In terms of
the proposed PAPR reduction techniques, the OSLM
and RSLM have been modified to shift the original
data in both phase and magnitude, where the latter is
being partially shifted. Additionally, the transmitted
OSLM/RSLM phase vector Pv is recovered at the re-
ceiver side by modifying the OTSM detectors with a cer-
tain numerical counter Γ. This has been implemented
with three detectors and all show excellent results.
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• The SSPA is implemented as a nonlinear power am-
plifier and affects the system performance, which is
ignored in most of the methods available in the litera-
ture.

• The power efficiency of the proposed OSLM and RSLM
is analyzed, and the best adjustment values for the ex-
tension factors (𝐶 and 𝑓 ) are determined based on the
desired power efficiency.

• Three models of multipath fading channel (EPA, EVA
and ETU), with different user’s velocity, are considered,
and an acceptable system performance is obtained.

• As a result, this proposal provides a reliable comparison
in terms of CCDF-PAPR, BER and SIER performances
at different circumstances of input factors such as, for
example, 𝑀 × 𝑁 size, size of 𝑀-QAM, SSPA input-
back-off (IBO), 𝑈 phase vectors, values of extended
factors 𝐶 and 𝑓 , speed of user (km/h) and EPA, EVA
and ETU channel models,etc.

The rest of the paper is organized as follows. In Sec. 2,
we present the OTSM system model in the presence of the
proposed PAPR reduction schemes followed by the simula-
tion results and discussions in Sec. 3. Finally, we end this
study with the conclusion.

2. System Model
Figure 1 and Figure 4 show the block diagram of OTSM

modulation and demodulation, respectively, with the pro-
posed PAPR reduction architecture. At the OTSM transmit-
ter, the information symbols (e.g., QAM/PSK symbols) are
processed in two-dimensional delay-sequency (DS) matrix
and are modified to a new phase via the generated selec-
tive mapping (SLM) matrix then mapped to the delay-time
(DT) plane through the 2D Walsh Hadamard transform ma-
trix WHT (which is also equivalent to ISFFT proposed in [4]).
The obtained 2D DT signal is then transferred to the time-
domain samples S by column-wise vectorizing and the cyclic
prefix (CP) is added. Next it is passed through the count-
ing PAPR ratio processor and, hence, the modified s vector
which introduces the lowest PAPR is considered for trans-
mission into the physical channel after passing through the
NLPA (SSPA). Moreover, at the receiver side, the three de-
tectors ST-MMSE, LMMSE and IMFGS are developed with
the recovery process to identify the desired phase vector, then
proceeding to estimate the transmitted data symbols (QAM).

Accordingly, from [2–4], consider s, r ∈ C𝑀𝑁×1 be
the transmitted and received information symbols. The total
frame duration and bandwidth of the transmitted OTSM sig-
nal frame are 𝑇f = 𝑁𝑇 and 𝐵 = 𝑀Δ 𝑓 , respectively, where
Δ 𝑓 = 1/𝑇 , i.e., the signal is critically sampled for any pulse
shaping waveform, and 𝑁 is chosen to be a power of 2. In
the following subsections, models of transceiver, channel and
input-output relation are proposed with the proposed PAPR

minimization (SLM) technique based on the recently men-
tioned proposals.

2.1 OTSM Transmitter
Figure 1 shows the proposed OTSM transmitter op-

eration. The information symbols X =
[
XT

0 , . . . ,X
T
𝑀−1

]T

are split into vectors X𝑚 ∈ C𝑁×1, 𝑚 = 0, . . . , 𝑀 − 1.
The symbol vectors are modified by a generated phase
vector P𝑢 =

[
𝑝𝑢,0, . . . , 𝑝𝑢,𝑁−1

]
, where 𝑝𝑢 ∈ ej𝜋𝑟 and

𝑢 = 0, 1, . . . ,𝑈 − 1 where 𝑟 is any integer value. These
phase vectors [P0, . . . ,P𝑢, . . . ,P𝑈−1] are generated either
randomly (RSLM) (by applying 𝑟 randomly) or orthogonally
(OSLM) (by applying the Walsh Hadamard matrix [𝑁 × 𝑁])
and select any𝑈 vectors/rows where the first row is excluded
(as will be demonstrated in Sec. 2.1.1 and Sec. 2.1.2 to pro-
duce the modified symbol vectors X𝑢,𝑚. The symbol vectors
are arranged into a matrix X𝑢 ∈ C𝑀×𝑁 by placing each sym-
bol vector X𝑢,𝑚 in the𝑚-th row. The column and row indices
represent the delay and sequency indices, respectively, of the
delay-sequency grid.

X𝑢 =
[
X𝑢,0,X𝑢,1, . . . ,X𝑢,𝑀−1

]T
. (1)

A 𝑁-point Walsh-Hadamard transform matrix (WHT)
W𝑁 is applied on each of these symbol vectors to transform
it to the delay-time domain,

x𝑢 = X𝑢 ·W𝑁 =
[
x𝑢,0, x𝑢,1, . . . , x𝑢,𝑀−1

]T
. (2)

The matrix x𝑢 is column-wise vectorized to obtain the
time-domain samples S𝑢 ∈ C𝑀𝑁×1 to formulate it as in [2]

S𝑢 = vec (x𝑢) . (3)

The time-domain sample is next passed through the
counter of lowest PAPR for all 𝑈 trials to consider the cor-
responding time-domain sample s𝑢 for transmission. After
adding cyclic prefix (CP) (with the length equal to or greater
than the maximum discrete delay spread index 𝑙max of the
channel), the sample is passed through the nonlinear power
amplifier. The SSPA (Rapp Model) [27] is assumed in this
proposal. Lastly, the pulse shaping and digital-to-analog
conversion is applied to transmit the sample into the wire-
less channel as 𝑠𝑢 (𝑡). The following subsections present
a description and analysis of the PAPR reductions method-
ologies, design of SSPA, OSLM and RSLM constructions
and zero padding principle.

2.1.1PAPR Reduction and NLPA
Consider a single modified time-domain samples vector

S𝑢, 𝑢 = 0, 1, . . . ,𝑈 − 1, where𝑈 is the maximum number of
generated phase vectors, and P𝑢 =

[
𝑝𝑢,0, 𝑝𝑢,1, . . . , 𝑝𝑢,𝑁−1

]
with 𝑝𝑢,𝑛 is a generated phase element which is either +1
or −1. After generating the (DS) matrix, for each 𝑚th row,
each element 𝑝𝑢,𝑛 is multiplied by the corresponding com-
plex symbol 𝑋𝑚,𝑛. Subsequently, all processes are applied
as mentioned above until we reach the time-domain samples
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Fig. 1. The block diagram of the proposed OTSM transmitter.

vector S𝑢 ∈ C𝑀𝑁×1, where its PAPR is calculated as follows

PAPR𝑢 =
max
𝑛

{
|𝑆𝑢 (𝑛) |2

}
E

{
|𝑆𝑢 (𝑛) |2

} (4)

where E {·} is the expectation operation, i.e. the average
power of S𝑢 in (4). This process is applied to all candidate
phase vectors 𝑈 to introduce different PAPR values. The
S𝑢 vector with the lowest PAPR ratio s𝑢 is forwarded to the
following processes, then transmitted over the physical chan-
nel. It is worth mentioning that the PAPR ratio is affected
proportionally by the dimensions of 𝑁 and 𝑀 , as is analyzed
in [8] though they approved that the PAPR grows linearly
with 𝑀 , contrary to what they observed in their results where
the dimension 𝑁 made sense, even though a fraction. The
theoretical CCDF (with rectangular pulse) of the PAPR of
OTSM is then expressed as [8]

𝑃 (PAPR > 𝛾0) = 1 − (1 − e−𝛾0 )𝑀𝑁 (5)

where 𝑃 (PAPR > 𝛾0) is the probability that the PAPR ex-
ceeds a given threshold 𝛾0. Hence, for 𝑈 trials, the CCDF-
PAPR is given by

𝑃 (PAPR > 𝛾0) =
𝑈−1∏
𝑢=0

(
1 − (1 − e−𝛾0 )𝑀𝑁

)
=

(
1 − (1 − e−𝛾0 )𝑀𝑁

)𝑈
.

(6)

Further, a CP (of length ≥ 𝑙max) is added to the time-
domain signal S𝑢 (containing the pilot sample, if applicable),
to assist in the channel estimation process. The CP is added

to the start of the frame by copying the last (x ∈ C𝑀×1)
samples of the time-domain frame. This CP is removed, at
the receiver front-end, from the received signal r. Lastly, the
frame s𝑢 is passed through the NLPA, specifically the SSPA
with the following related nonlinear transformation [27], [28]

A [|s𝑢 |] =
𝐾1 |s𝑢 |[

1 +
(
𝐾1 |s𝑢 |
𝐴o

)2𝜌
] 1

2𝜌
, Φ [|s𝑢 |] = 𝛼𝜑

(
𝐾1 |s𝑢 |
𝐴o

)4

(7)

where 𝐴o =
√︁

IBO · E {s𝑢} is the saturating amplitude at
a specific input-back-off (IBO), 𝐾1 is the small signal gain
(and is ignored in this study), 𝜌 is a parameter which controls
the smoothness of the transition from the linear region to the
saturation region (which is set to 3 in this study), and 𝛼𝜑 is
usually set to zero, which means that SSPA does not add any
phase distortion. The output time-domain frame of the SSPA
is denoted by s𝑢 and is then transmitted.

2.1.2Construction of Orthogonal-SLM and Random-
SLM

In Orthogonal-SLM (OSLM), the generated phase
vectors are mutually orthogonal, while in Random-SLM
(RSLM) they are not. For OSLM, the 2D Walsh-Hadamard
matrix (WHM) [𝑁 × 𝑁] is generated, then only 𝑈 rows
are selected from the matrix as the candidate phase vectors
P𝑢 = [1 × 𝑁]T, where 𝑢 ∈ [2, . . . , 𝑁 − 1], i.e. the first row
of WHM is excluded because the phase sequence in this row
introduces non modification phases. Hence, we will have
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Fig. 2. The constructions of (a) OSLM and (b) NSLM phase vectors.

P =
[
PT

0 , . . . ,P
T
𝑈−1

]T and P𝑢 =
[
𝑝𝑢,0, 𝑝𝑢,1, . . . , 𝑝𝑢,𝑁−1

]
for

𝑝𝑢,𝑛 ∈ [−1, +1]. On the other side, the RSLM vectors are
generated randomly with the same dimension [𝑈 × 𝑁] as the
overall selected orthogonal vectors. To identify the phase
vector Pv which is combined with the transmission data at
the lowest PAPR, such that the received information can be
recovered to the original phases, we introduce an extension
factor 0 < 𝑓 < 0.5 in OSLM vectors, to extend/shrink a spe-
cific element 𝑝𝑢,𝑛, and 1 < 𝐶 < 1.5 in RSLM vectors, to
extend the element 𝑝𝑢,𝑛, as follows

• For OSLM: The principle of [23] is considered with the
modification expressed in (8)

P𝑢 + 𝑓 =
[
𝑝𝑢,0, 𝑝𝑢,1, . . . , 𝑝𝑢,𝑁−1

]
+ 𝑓 . (8)

Consequentially, from (8), each obtained phase element
with+1 is increased fractionally while decreased at each
−1 element, where the maximum deviation between
+1+ 𝑓 and−1+ 𝑓 is equivalent to 2 𝑓 ≪ 1 (see Fig. 2(a)).
This design plays two important roles: Firstly, changing
the phases of a specific complex symbol when multi-
plying by the corresponding negative element −1 + 𝑓 .
Secondly, changing the magnitude of the correspond-
ing symbol. So, it helps to identify the desired phase
vector Pv based on the modified values, which were
orthogonally distributed, as will be demonstrated later.

• For RSLM: The principle of the RSLM construction
is adapted from [24]. Each generated RSLM vector
is divided into 𝑉 subvectors and inside each subvec-
tor, 𝛼 elements are extended to 1 ≤ |𝐶 | ≤ 1.5. In
this scenario, the extension factor can be implemented

at either +1 or −1 elements, however these extended
elements are orthogonally distributed with respect to
the extended elements in other candidate vectors (see
Fig. 2(b)).

It is important to discuss the effect of these extension
factors on the transmitted power. To simplify, suppose a sin-
gle sequency row X𝑢 [𝑚], hence, by subtracting the non-
extended frame from the corresponding extended one, the
extended power 𝐸𝑖 can be determined. As a result, for RSLM
frame, 𝐸𝑖,RSLM can be formulated as

𝐸𝑖,RSLM = |X𝑢 [𝑚] |2 − |X[𝑚] |2

=

[(
𝛼𝑉𝐶2𝐸s

)
+

((
𝑁

𝑉
− 𝛼

)
𝑉𝐸s

)]
− 𝑁𝐸s

= 𝛼𝐸s𝑉
(
𝐶2 − 1

) (9)

where 𝐸s is the symbol energy and 𝛼 is referred to the number
of extended elements per subvector 𝑉 (for more information,
see [24]). On the other hand, for the OSLM, the power per
sequency frame increases at 1 + 𝑓 (i.e. > 1) while decreases
at −1 + 𝑓 (i.e. < 1), taking into consideration that, due to
orthogonality distribution of WH matrix, the number of el-
ements with additional power is equal to that with reducing
power, and each is equivalent to 𝑁/2. Therefore, the obtained
power by OSLM frame 𝐸𝑖,OSLM can be determined as

𝐸𝑖,OSLM = |X𝑢 [𝑚] |2 − |X[𝑚] |2

=

[(
𝑁

2
𝐸s (1 + 𝑓 )2

)
+

(
𝑁

2
𝐸s (−1 + 𝑓 )2

)]
− 𝑁𝐸s

= 𝑁𝐸s 𝑓
2.

(10)
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Fig. 3. Power efficiency versus extension factor ( 𝑓 and 𝐶) at
𝐸s = 1.

Finally, the efficiency power (per 𝑚 sequency frame)
in attendance of extension factors 𝑓 for OSLM and 𝐶 for
RSLM, is expressed, respectively, as

𝜂OSLM% =
𝑃org

𝑃OSLM
=

𝑁𝐸s

𝑁𝐸s
(
1 + 𝑓 2) =

1(
1 + 𝑓 2) , (11)

𝜂RSLM% =
𝑃org

𝑃NSLM
=

𝑁𝐸s

𝑁𝐸s + 𝛼𝐸s𝑉
(
𝐶2 − 1

) (12)

where 𝑃org is referred to the original power (i.e., without
any additional power). Hence, at 𝑓 = 0 in (11) and 𝐶 = 1
in (12) the resultant efficiency power will be 100%. For in-
stance, at 𝑓 = 0.22 and 𝐶 = 1.3 (consider 𝑁 = 10, 𝐸s = 1
𝑉 = 𝑁/5 = 2 and 𝛼 = 2), hence 𝜂OSLM = 95.4% and
𝜂RSLM = 78.37. It indicates that the OSLM technique is
more efficient than RSLM. Figure 3 shows the characteristic
of power efficiency versus extension factors, that are 𝑓 for
OSLM and 𝐶 for RSLM, supposing 𝐸s = 1. From the fig-
ure, it can be observed that the efficiency decays dramatically
when extension factor increases. Hence, to achieve at least
(≈ 95%) of power efficiency, 𝑓 must be adjusted at about
0.225 while 𝐶 at 1.15 approximately, under the assumption
that 𝐸s = 1.

Notice that the 100% efficiency is the best case, so we
need to be close as much as possible to this percentage. So,
from Fig. 3, we considered the values of extension factors for
which the power efficiency is not less than 95% (i.e. 𝑓 = 0.09
and 𝐶 = 2 𝑓 ). Consequentially, the transmitted power will
contain the original power besides the extended power (𝐸𝑖),
with a very small modification, which was produced by the
extension factors, hence the SNR will be considered mostly
unchanged.

2.1.3Zero Padding (ZP) and Pilot Samples Insertion
Based on the proposal of [2], [3], the last 2𝑙max + 1

rows of X ∈ C𝑀×1 are set to zero to enable insertion of pilot
and guard samples, where 𝑙max indicates the maximum delay

spread of the channel. Zero samples act as interleaved zero
padding (ZP) between the time domain blocks. These ZPs
prevent interference between blocks and interference between
data and pilots, so process of detection and channel estima-
tion become easier. Moreover, the process of adding CP to
the time domain signal helps in the channel estimation pro-
cess. However, in this study, the ZP technique is implemented
excluding insertion of pilots because the channel is supposed
to be known perfectly at the receiver, given that channel es-
timation is out of the spotlight of this study’s subject. Due
to channel delay spread, samples leak from block (𝑛 − 1) to
block 𝑛, which is introduced as inter-block-interference. This
interference can be overcome by assuming 0𝑁 empty sym-
bol vectors along the last rows 𝑙max of X (i.e., ZP is applied
along the delay dimension of the OTSM matrix). Hence, as
proposed in [2], [3], we can set

X𝑚 [𝑛] = x𝑚 [𝑛] = 0, if 𝑚 ≥ 𝑀 − 𝑙max. (13)

2.2 Discrete Time Baseband Channel Model
and Input-Output Relation

This section is presented, without any modification, as
that in [2], [3], where the channel is considered, in this work,
to be known perfectly to the receiver. At the end-side of the
transmitter, the time-domain signal s𝑢 is split into 𝑁 time-

domain blocks as s𝑢 =

[
sT
𝑢,0, . . . , s

T
𝑢,𝑁−1

]T
. Whereas the re-

lationship between the 𝑀 samples of the time-domain blocks
s𝑢,𝑛 and the delay-time symbol vectors x𝑢,𝑚 is equivalent,
and can be expressed as

s𝑢,𝑛 [𝑚] = x𝑢,𝑚 [𝑛] . (14)

As is known, the discrete baseband channel array
G ∈ C𝑁𝑀×𝑁𝑀 , in delay time, destroys the transmitted signal
s𝑢, so that the received time domain signal r = G · s is ob-
tained. At the receiver station, by splitting the received signal
𝑟 (𝑡) at 𝑡 = 𝑞/𝑀Δ 𝑓 , where 0 ≤ 𝑞 ≤ 𝑁𝑀−1, the discrete time
model is achieved. Now, suppose the set of discrete delay
taps L = [0, . . . , 𝑙max], which represents the delay shifts at
integer multiples of the sampling period 1/𝑀Δ 𝑓 . Also, given
that the discrete channel 𝑔s [𝑙, 𝑞] = 𝑔 (𝜏, 𝑡) at 𝜏 = 𝑙/𝑀Δ 𝑓

and 𝑡 = 𝑞/𝑀Δ 𝑓 , where 𝑔𝑖 , 𝜏𝑖 and 𝑣𝑖 are the complex path
gain, the delay-shift and the Doppler-shift, respectively, as-
sociated with the 𝑖-th path (with 𝑃 is the maximum number
of channel paths). By applying the sampling theorem to the
delay-time channel 𝑔 (𝜏, 𝑡) = ∑𝑃

𝑖=1 𝑔𝑖ej2𝜋𝑣𝑖 (𝑡−𝜏𝑖 ) , hence, at
discrete delay taps 𝑙 ∈ L, the discrete baseband delay-time
channel can be formulated as

𝑔s [𝑙, 𝑞] =
𝑃∑︁
𝑖=1

𝑔𝑖ZK𝑖 (𝑞−𝑙)𝛿 [𝑙 − L𝑖] (15)

where Z = ej2𝜋/𝑁𝑀 , K𝑖 and L𝑖 are the normalized delay
shift and Doppler shift, respectively, associated with the 𝑖-th
path, such that 𝜏𝑖 = L𝑖/𝑀Δ 𝑓 and 𝑣𝑖 = K𝑖/𝑁𝑇 . Consider-
ing that, in common practice, the fractional path delays L is
rounded to the nearest integer multiple of the sampling inter-
val 1/𝑀Δ 𝑓 , i.e., L𝑖 ∈ Z. Furthermore, when sampling the
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transmitted and received time-domain signals at 𝑡 = 𝑞/𝑀Δ 𝑓 ,
the received discrete time-domain input-output relation can
be expressed as

r [𝑞] = 𝑟
(

𝑞

𝑀Δ 𝑓

)
=

∑︁
𝑙∈L

𝑔s [𝑙, 𝑞] s𝑢 [𝑞 − 𝑙] +W [𝑞] (16)

where s𝑢 [𝑞] = 𝑠𝑢 [𝑞/𝑀Δ 𝑓 ] and W[𝑞] is the additive white
Gaussian noise (AWGN) with variance 𝜎2

w. The input-output
relation r𝑛 [𝑚] will introduce an inter-block-interference af-
ter splitting the discrete time index 𝑞 = 0, 1, . . . , 𝑀𝑁 − 1, in
terms of the delay and sequency frame indices as 𝑞 = 𝑚+𝑛𝑀 ,
where the 𝑚 = 0, 1, . . . , 𝑀 − 1 and 𝑛 = 0, 1, . . . , 𝑁 − 1. By
ignoring the AWGN noise, this input-output relation can be
formulated as

r𝑛 [𝑚] =
∑︁
𝑙,𝑙≤𝑚

𝑔s [𝑙, 𝑚 + 𝑛𝑀] s𝑢,𝑛 [𝑚 − 𝑙]

+
∑︁
𝑙,𝑙>𝑚

𝑔s [𝑙, 𝑚 + 𝑛𝑀] s𝑢,𝑛−1 [[𝑚 − 𝑙]𝑀 ]︸                                             ︷︷                                             ︸
inter-block-interference

. (17)

This interference can be removed by using ZP and set-
ting s𝑢,𝑛 [𝑚] = 0 for all 𝑛 when 𝑚 ≥ 𝑚 − 𝑙max, so that the
second term in (17) disappears.

2.3 Detection Process and OSLM/NSLM Phase
Vector Recovery

After CP removal, from [2], [3], the time-domain vec-
tor r ∈ C𝑁𝑀×1 is obtained, where the interference between
time domain blocks is canceled, thanks to ZP process. This
enables the time-domain input-output relation in (3) to be par-
titioned into vec−1

𝑀,𝑁
(r) matrices and treated independently

(as illustrated in Fig. 4) as follows

r𝑛 = G𝑛 · s𝑢,𝑛 +W𝑛, 𝑛 = 0, 1, . . . , 𝑁 − 1 (18)

where s𝑢 =

[
sT
𝑢,0, . . . , s

T
𝑢,𝑁−1

]T
, and r =

[
rT

0 , . . . , r
T
𝑁−1

]T

and G𝑛 referred to the channel at the 𝑛-th time-domain block.
Although the time-domain channel matrix is no more cir-
culant due to the time-varying channel, however, since the
duration of each time-domain block is small compared to the
whole frame, the channel can be assumed to be time-invariant
in each block but varying from block to block [3]. The ad-
vantage is that, this allows the use of a single-tap-MMSE
equalizer for detection in each block followed by the WHT
to combine the block estimates. Additionally, by process-
ing the 𝑀-point fast Fourier transform (FFT) operation (F𝑀 )
on the received blocks (i.e. ISFFT operation), the received
time-frequency samples can be acquired as

r̄𝑛 = F𝑀 · r𝑛. (19)

Consequently, each 𝑛-th block can be equalized in par-
allel as

s̄𝑢,𝑛 =
h̄∗𝑛 (𝑚) · r̄𝑛 (𝑚)
|h̄𝑛 (𝑚) |2 + 𝜎2

w
(20)

for 𝑚 = 0, 1, . . . , 𝑀 − 1, 𝑛 = 0, 1, . . . , 𝑁 − 1 and the
AWGN noise variance of 𝜎2

w. Where the frequency do-
main channel coefficients for each time-domain block are
h̄𝑛 = diag

[
F𝑀 ·G𝑛 · F†𝑀

]
. The information symbol esti-

mates in the delay-sequency domain can then be obtained
by the 𝑀-point IFFT operation (i.e. SFFT operation) on
the time-frequency domain estimates s̄𝑢,𝑛 followed by the
𝑁-point WHT as

X̂𝑢 = F†
𝑀
· s̄𝑢,𝑛 ·W𝑁 (21)

where s̄𝑢,𝑛 =
[
s̄𝑢,0, s̄𝑢,1, . . . , s̄𝑢,𝑁−1

]
and X̂𝑢 ∈ C𝑀×𝑁 . At

this stage, the phase vector recovery process is applied to
detect the desired phase vector Pv from the matrix of phase
vectors OSLM or RSLM. As a contribution of this study, the
operation of [23] has been modified, to identify the vector
Pv, as

Γ = max
𝑢

∑︁
𝑚∈𝑀

[
|X̂𝑢 (𝑚) | · |P𝑢 |T

]
(22)

where X̂𝑢 (𝑚) ∈ C1×𝑁 for all 0 ≤ 𝑢 ≤ 𝑈−1. Hence, the phase
vector P𝑢 which introduces the maximum argument of Γ is
considered as the desired phase vector Pv (i.e.,Pv = P𝑢 (Γ)).
This obtained phase vector is used to convert the data se-
quency X̂𝑢 to its original phases, after removing effect of
extension factors 𝑓 from POSLM

v and 𝐶 from PRSLM
v . In this

study, three detectors are implemented, that are MFGS, ST-
MMSE and LMMSE. At the output of each detection method,
the original data sequency 𝑚-th block X̂ is obtained by the
element-wise recovery process, in the dimension of 𝑛, as

X̂ =
X̂𝑢,𝑛
Pv

=
�̂�𝑢 (𝑚, 𝑛)
𝑝v (𝑛)

. (23)

Briefly, the output of these detectors can be represented
as follows. For the ST-MMSE equalizer, no further opera-
tion is required except applying (23) to the output of (21)
and removing the ZP frame, then the decision making pro-
cess takes place to replace each input element with the clos-
est QAM symbol (in terms of Euclidean distance), that is
D

(
�̂� (𝑚, 𝑛)

)
. For the LMMSE block detector, each 𝑛-th

block (for 0 ≤ 𝑛 ≤ 𝑁 − 1) is processed such that the esti-
mated data-sequency is expressed as

X̂𝑢,𝑛 =
[((

G†𝑛 ·G𝑛

)
+ 𝜎2

w · I
)−1
·
(
G†𝑛 · r𝑛

)]
·W𝑁 (24)

where G𝑛 ∈ C𝑀×𝑀 , I𝑀×𝑀 is the identity matrix. This pro-
cess indicates that for 𝑛-th block, we obtain the estimated
X̂𝑀×1
𝑛 . After applying (23) to the detected X̂𝑢,𝑛 in (24)

and ZP removal, the decision to the nearest QAM symbol
D

(
�̂� (𝑚, 𝑛)

)
is made. Lastly, for the MFGS detector, the

resultant X̂𝑢 from the initial iteration is passed though the
recovery process to identify the desired Pv vector. Next, the
iteration process is applied forward. In other words, Gauss
Seidel (GS) iteration is exercised on the matched filtered
channel blocks R𝑛 = G†𝑛 · G𝑛. After the matched filtering
operation, the input-output relation matrix in (18) is formu-
lated as

z𝑛 = R𝑛 · s𝑢,𝑛 + w̄𝑛 (25)
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Fig. 4. The block diagram of the proposed OTSM receiver.

where z𝑛 = G†𝑛 · r𝑛 and w̄𝑛 = G†𝑛 · w𝑛. The GS method is
then used to iteratively find the least squares solution of the
𝑀-dimensional linear system in (25) as

ŝ𝑢,𝑛 = min
s𝑢,𝑛
∥z𝑛 − R𝑛 · s𝑢,𝑛∥2. (26)

Now, if we introduce the diagonal elements matrix as
D𝑛 and the strictly lower triangular elements matrix as L𝑛 of
the matrix R𝑛, then, by applying the GS iterative algorithm
to estimate s𝑛 per 𝑖-th iteration, we get

ŝ(𝑖)𝑢,𝑛 = −T𝑛 · ŝ(𝑖−1)
𝑢,𝑛 + b𝑛 (27)

where b𝑛 = (D𝑛 + L𝑛)−1 · z𝑛, T𝑛 = (D𝑛 + L𝑛)−1 · L†𝑛 and
T𝑛 ∈ C𝑀×𝑀 is the GS iteration matrix [3]. Note that the
vector ŝ(𝑖)𝑢,𝑛 ∈ C𝑀×1 forms the transmitted samples in the
time domain, after the estimation process, of the 𝑛-th block
in the 𝑖-th iteration. Hence, the information symbols, in the
delay-sequency domain, in the 𝑖-th iteration, are then given
as follows

X̂(𝑖) = D
(
X̂(𝑖)𝑢
Pv

)
= D

(
ŝ(𝑖)𝑢 ·W𝑁

Pv

)
(28)

where ŝ(𝑖)𝑢 =

[
ŝ(𝑖)
𝑢,0, ŝ

(𝑖)
𝑢,1, . . . ., ŝ

(𝑖)
𝑢,𝑁−1

]
and D (·) denotes the

decision making function to the nearest QAM point.

Additionally, the time domain estimate is updated, for
the next iteration, by back-warding the hard decision esti-
mates to the time domain as follows [2–4]

ŝ(𝑖)𝑢 ← (1 − 𝛿) ŝ(𝑖)𝑢 + 𝛿vec
(
X(𝑖)𝑢 ·W𝑁

)
(29)

where 𝛿 indicates to the relaxation parameter which is mod-
ified when using a high constellation mapping size of the
modulation, like 64-QAM and above [2–4, 25]. This pro-
posed system is implemented with all these three detectors
under assumption of non-coded technique and perfect chan-
nel state information.

3. Simulation Results and Discussion
In this section, we provide the OTSM system with

OSLM/RSLM PAPR reduction. The simulation code
(MATLAB-R2023b) of [2], [3] was modified and used in
this study to include the PAPR reduction and recovery of
both OSLM and RSLM schemes. Table 1 illustrates all input
factors that have been implemented for the simulation. For
any pulse shaping waveform, the OTSM signal is consid-
ered to be critically sampled, i.e., assuming that 𝑇Δ 𝑓 = 1.
Also, a perfect channel state information is assumed, and
channel is supposed to be under-spread, i.e., 𝜏max𝜈max ≪ 1.
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Input factor Abbreviation
of factor Value of the factor

The sub-carrier spacing Δ 𝑓 15 kHz
Total OTSM frame duration 𝑇f 𝑁𝑇 = 𝑁/Δ 𝑓

Total OTSM frame bandwidth 𝐵 𝑀Δ 𝑓 = 𝑀/𝑇
Carrier frequency 𝑓c 4 × 109

Max. delay spread normalized to the receiver delay resolution 𝑙max ≤ 𝑀
One delay tap 𝜏𝑖 1/(𝑀Δ 𝑓 )

One Doppler tap 𝜈𝑖 1/(𝑁𝑇 )
EPA Channel delay model delays [0 30 70 90 110 190 410] × 10(−9)

EPA power delay profile pdp [0 − 1.0 − 2.0 − 3.0 − 8.0 − 17.2 − 20.8]
EVA Channel delay model delays [0 30 150 310 370 710 1090 1730 2510] × 10(−9)

EVA power delay profile pdp [0 − 1.5 − 1.4 − 3.6 − 0.6 − 9.1 − 7.0 − 12.0 − 16.9]
ETU Channel delay model delays [0 50 120 200 230 500 1600 2300 5000] × 10(−9)

ETU power delay profile pdp [−1 − 1 − 1 0 0 0 − 3 − 5 − 7 ]
No. of RSLM subvectos/block 𝑉 𝑀/𝑈

No. of RSLM extended elements/subvector 𝛼 2

Tab. 1. Input factors used in the simulation process of the proposal.

The standards EPA, EVA and ETU channel models are gen-
erated as described in the table. For the generated OSLM
phase vectors, which is taken from the 𝑁-WHM, the first row
was excluded because it introduces non phase modifications
(i.e., the original phases of data symbols). Notice that the ob-
tained CCDF-PAPR simulation results have been referenced
to the theoretical curve of the distortionless PAPR reduction
techniques, i.e. SLM/PTS, which shows the best charac-
terization of PAPR at specific 𝑈 phase vectors and 𝑁 × 𝑀
Delay-Sequency matrix. Last but not least, it is worth men-
tioning that due to the large number of factors (variables) that
affect the PAPR/BER performances and to eliminate number
of figures, the number of attempts for those variables was
shortened. For example, but not limited to, 𝑀 × 𝑁 matrix
size, number of candidate phase vector 𝑈, IBO of the PA,
values of extension factors 𝐶 and 𝑓 , model of channel, size
of constellation (𝑀-QAM), user velocity, etc.

3.1 PAPR Reduction Results
From Fig. 5, at 𝑁 = 𝑀 = 16 of 16-QAM OTSM, we

can observe that both the OSLM and RSLM schemes partici-
pate in reducing the PAPR. Precisely, RSLM performs better
than OSLM due to the composition of OSLM, where its el-
ements are distributed orthogonally from one vector to the
other. Hence, the OSLM combination increases the chances
of similarity between vectors (i.e., more correlation), unlike
the case of RSLM, where its elements are randomly dis-
tributed (i.e., less correlation). In addition to that, because
the OTSM system depends, essentially, on the WHT ma-
trix, to transfer the delay-sequency symbols to delay-time,
hence, the OSLM effect on PAPR will be rather smaller than
RSLM effect. Ultimately, OSLM just means swapping the
rows/columns in the WHT matrix between each other. It is
worth mentioning that the PAPR-OSLM performance gets
better when applying the ISFFT transform, F𝑁 , instead of
WHT W𝑁 as shown in Fig. 5(a) with 𝑁 = 𝑀 and Figs. 6(a)
and 6(b) when 𝑁 ≠ 𝑀 , taking into consideration that the

OTSM system performances (BER) with W𝑁 and F𝑁 are
identical, as has been proven in [2, 3, 25]. The obtained re-
sults show that OSLM with F𝑁 gains about 2 dB over OSLM
with W𝑁 at CCDF-PAPR of 10−4. Also, from the provided
PAPR figures, the RSLM scheme performs almost identical
to the theoretical SLM curve, which reduces the PAPR about
3 dB from the non- PAPR reduction (the curve of the original
PAPR data), at CCDF-PAPR of 10−4.

Remark Some variables will not affect the performance of
PAPR, if being changed. For instance, the size and type of
constellation mapping (𝑀-QAM, 𝑀-PSK, . . . etc.) where
all perform identical. Also, the value of extension factor will
not affect the performance of CCDF-PAPR, if it is consid-
ered within the appropriate range (i.e. not causing a high
shifting/clipping that leads to inter-modulation interference).
Mainly, for a specific multi-carrier system (e.g., OFDM,
OTSM, OTFS, . . . etc.), CCDF-PAPR performance can be
affected by varying either the number of generated phase
vectors𝑈 and/or the DS matrix size 𝑀 × 𝑁 .

3.2 System Performance
The effect of receiver’s velocity and channel models

on the system performance has been tested. The measure-
ments of bit-error rate (BER) and side-information-error rate
(SIER) have been illustrated, when applying the proposed
OSLM and RSLM schemes in the presence of the non-linear
power amplifier (SSPA) at different user’s speed (Fig. 7 and
Fig. 8) and channel models (Fig. 9). Altogether have been
simulated with the proposed detectors (MFGS, LMMSE and
ST-MMSE). SIER test measures the performance of recovery
process. Side information error means that all symbols per
an OTSM frame are lost due to the error recovery. In other
words, SIER is counted when the OSLM/RSLM vector is de-
tected wrongly such that the recovery vector Pv is not match
the desired one, and, as a result, the DS frame is converted
to wrong phases causing a frame error.
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Fig. 5. CCDF-PAPR performances of the original delay-time data (i.e., without PAPR reduction) and with OSLM/RSLM schemes at 𝑀 = 𝑁 ,
𝑈 = 6 phase vectors and 16-QAM, when applying F𝑁 and W𝑁 transforms with 𝑓 = 0.09 and 𝐶 = 0.18.
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Fig. 6. CCDF-PAPR performances of the original delay-time data (i.e., without PAPR reduction) and with OSLM/RSLM schemes at 𝑀 ≠ 𝑁 ,
𝑈 = 6 phase vectors and 16-QAM, when applying F𝑁 transforms with 𝑓 = 0.09 and 𝐶 = 0.18.

Accordingly, Figure 7 shows the SIER of OSLM and
RSLM recovery for 4-QAM in Fig. 7(a) and 16-QAM in
Fig. 7(b), where 𝑁 = 𝑀 = 32, IBO = 5 dB and receiver’s
speed of 150 and 500 km/h. It can be observed that the
performance becomes worse when increasing velocity of the
receiver to 500 km/h, for both sizes of constellations. How-
ever, SIER of OSLM is still superior to RSLM for both cases
although performances of OSLM at 500 km/h is much better
than that at 150 km/h, for all kinds of provided detectors. This
benefit is due to the structure of the OTSM which depends on
the WHT matrix, such that the effect of the OSLM lies only
in changing the location of one row/column to another inside
the WHT matrix. For detectors performances, the LMMSE

detector with 16-QAM provides the best performances for
OSLM at both velocities while the MFGS detector suffers
from errors in both 4-QAM and 16-QAM and shows the
worst performances, especially with the RSLM scheme. On
the other hand, in Fig. 8(a), BER is provided with 4-QAM
and receiver’s speed of 150 km/h while receiver’s speed of
500 km/h is simulated in Fig. 8(b). Both were created with
𝑁 = 𝑀 = 32, IBO = 5 dB, 𝑓 = 0.09 and 𝐶 = 0.18 and
EPA channel model. Accordingly, the effect of high speed
appears negatively, especially with the ST-MMSE detector
which is extremely decayed at 500 km/h speed. In addition,
the LMMSE detector shows the superior performance for
both OSLM and RSLM at both speeds, while the MFGS de-
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Fig. 7. SIER of 4- and 16-QAM OTSM frame with OSLM and RSLM schemes at 𝑀 = 𝑁 = 32,𝑈 = 4, IBO = 5 dB, 𝑓 = 0.09 and 𝐶 = 0.18,
with EPA channel model and user speed of 150 and 500 km/h.
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Fig. 8. BER performances of the OTSM frame without PAPR reduction, with OSLM and with RSLM schemes at 𝑀 = 𝑁 = 32, 𝑈 = 4,
IBO = 5 dB, 𝑓 = 0.09 and 𝐶 = 0.18, with EPA channel model, at different size of QAM constellation and the speed of user (150 and
500) km/h.

tector shows the worst case. We can observe that, in these
scenarios, the curves of both OSLM and RSLM mostly follow
the curves of the original detectors, indicating that the main
impact on the performance results from the detector itself,
and not from the proposed OSLM and RSLM schemes.

At the conclusion of this section, a comparison be-
tween the proposed OSLM and RSLM schemes in the pres-
ence of EPA, EVA and ETU channel models is presented, by
studying BER (Fig. 9(a)) and SIER (Fig. 9(b)). To imple-
ment this study, the LMMSE detector was considered with
𝑀 = 𝑁 = 32, IBO = 5 dB, 𝑓 = 0.09, 𝐶 = 0.18, and user’s
speed of 150 km/h. From Fig. 9(a), it can be observed that
the channel model of ETU produces the lowest effect, which
means that the BER performances of original phases and
OSLM/RSLM in the presence of ETU model channel are the
best, compared to performances when other channel models

are applied. This fact is proven by the SIER performance in
Fig. 9(b). It can be observed that the SIER of OSLM out-
performs RSLM in all available channel models. The worst
BER and SIER are also demonstrated with the EPA model,
which means that this type of channel model introduces the
highest negative impact on the transmitted OTSM frame.

Finally, Figure 10 shows the BER performance of the
proposed OTSM with OSLM/RSLM when applying the
single-tap detector for the AWGN channel and the multi-
path fading channel. The 4-QAM OTSM was simulated with
𝑁 = 𝑀 = 32 delay-sequency symbols, IBO = 5 dB, 𝑈 = 4
candidate phase vectors, 𝑓 = 0.09 and 𝐶 = 2 𝑓 = 0.18, at
speed of 150 km/h. From the figure, it can be observed that
the system performance of OSLM/RSLM is almost identical
to the original one, for both scenarios of channels, AWGN
and multipath fading.
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Fig. 9. Performances of 4-QAM OTSM frame in terms of (a) BER and (b) SIER without PAPR reduction, with OSLM and with RSLM schemes
at 𝑀 = 𝑁 = 32,𝑈 = 4, IBO = 5 dB, 𝑓 = 0.09 and 𝐶 = 0.18, with EPA/EVA/ETU channel models and user speed of 150 km/h.
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Fig. 10. BER performance of the single-tap detector for AWGN
and multi-path fading channels with 4-QAM, 𝑁 = 𝑀 =

32, IBO = 5 dB,𝑈 = 4, 𝑓 = 0.09, 𝐶 = 0.18, at speed
of 150 km/h.

3.3 Computational Complexity
It is well known that the source of computational com-

plexity is, mainly, from the operations of OTSM, which
includes inverse symplectic fast Fourier transform (ISFFT)
and Heisenberg transform (IFFT). These operations can be
considered as the reference of the computational complex-
ity where the total number of complex multiplications and
additions to compute all (𝑁 × 𝑀) samples via ISFFT and
Heisenberg processes is 𝑁𝑀 log2 (𝑁𝑀). Hence, by consid-
ering𝑈 candidate phase vector of SLM scheme, the compu-
tational complexity of ISFFT and Heisenberg operations will
grow upto 𝑈𝑁𝑀 log2 (𝑁𝑀). Notice that the OTSM mod-
ulation, which is considered in this manuscript, introduces
a low complexity at the detectors while maintaining the BER
performance, as proposed by [1–3].

4. Conclusions
In this work, we have proposed reliable PAPR mini-

mization methods based on OSLM and RSLM after modify-
ing the OTSM transceiver construction. The power efficiency
is discussed and it is shown that the extended factors, 𝑓 and𝐶,
can be modified by a fractional value while maintaining the
OTSM power efficiency. Also, we have tested the proposed
OSLM and RSLM in terms of CCDF-PAPR, BER and SIER
characteristics, in the presence of SSPA power amplifier,
EPA, EVA and ETU channel models, and single tap-MMSE,
MFGS and LMMSE detectors, including recovery process
with different speeds of the user. The results of these tests
show satisfactory PAPR performance especially for RSLM
(which matches the theoretical curve of SLM CCDF-PAPR
compared to the original curve). In addition, the BER and
SIER performances are identical or very close to the refer-
ence (original) curves (which are not subject to the PAPR
reduction process), for most tests.
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