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Abstract. To solve the problem of degradation of detection
performance of adaptive constant false alarm rate (CFAR)
detectors due to low accuracy of environment recognition,
an automatic clipping adaptive CFAR detector based on long
short-term memory (LSTM) network is proposed. LSTM net-
work is used to recognize the environmental type information
contained in radar echo signals, and the appropriate detec-
tor is determined based on the recognition results. When
there are interferences in both the leading and lagging refer-
ence windows, the interferences are clipped, and an ordered
statistics CFAR detector is used to detect the target. Simula-
tion results show that the designed adaptive CFAR detector,
compared to the variability index CFAR detector, achieves
an average improvement of 0.31% in detection probability
in homogeneous environment. In the environment with in-
terferences in a single-sided reference window, the average
improvement in detection probability is 5.43%. In the en-
vironment with interferences in both the leading and lag-
ging reference windows, the average improvement in detec-
tion probability is 41.57%. The automatic clipping adaptive
CFAR detector based on LSTM network can more accurately
recognize background environments and clipping interfer-
ences when interferences exist in both the leading and lag-
ging reference windows, so its detection performance can be
enhanced.
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1. Introduction
The constant false alarm rate (CFAR) detector is an es-

sential component of radar receivers, which can adaptively
set thresholds for target detection by estimating background
clutter power [1–3]. Classical CFAR detectors include cell
averaging CFAR (CA-CFAR) detector [4], smallest of CFAR
(SO-CFAR) detector [5], greatest of CFAR (GO-CFAR) de-

tector [6], ordered statistic CFAR (OS-CFAR) detector [7],
and so on. The CA-CFAR detector exhibits good detection
performance in homogeneous Gaussian environments [8].
However, its performance sharply declines in interference
environments, and it has a high false alarm rate in clutter
edge environments [9]. The SO-CFAR detector solves the
problem of degradation of target detection performance of
CA-CFAR detector in the environment with interferences in
a single-sided reference window. Meanwhile, the GO-CFAR
detector solves the problem of high false alarm rate of CA-
CFAR detector in clutter edge environment [10], [11]. How-
ever, neither of these detectors can be simultaneously applied
to the environment with interferences in a single-sided ref-
erence window and clutter edge environments, and they still
cannot achieve good detection results in the environment with
interferences in both the leading and lagging reference win-
dows. The OS-CFAR detector can achieve better detection
performance in the environment with interferences in both
the leading and lagging reference windows [12]. However, its
detection performance is poor when there are multiple inter-
ferences, and it also has a high false alarm rate in clutter edge
environments [13]. Therefore, the above CFAR detectors can
only maintain good detection performance in a specific en-
vironment and cannot maintain stable detection performance
in complex scenes with constantly changing environments.
For this reason, the variability index CFAR (VI-CFAR) de-
tector [14] determines the background type by comparing
the variability index and mean ratio with their predetermined
thresholds. Thus, an appropriate detector suitable for the
corresponding background environment is selected, and the
target detection performance in complex scenes with con-
stantly changing environments can be enhanced. However,
the VI-CFAR detector has poor detection performance when
interferences in both the leading and lagging reference win-
dows, and an increase in the number of interferences will
lead to a decrease in the environmental recognition accu-
racy of the VI-CFAR detector, which will result in a further
degradation of target detection performance [15].

To solve the problem of poor detection performance of
VI-CFAR detectors in the presence of interferences in both
sides of the reference window, the detection performance can
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be improved by replacing the detection strategy in VI-CFAR
detector. Such as, the SO-CFAR detector in the VI-CFAR
detector is replaced with an S-CFAR detector in [16], and the
SO-CFAR detector in VI-CFAR is replaced with an improved
OS-CFAR detector in [17]. Furthermore, good environmen-
tal discrimination method can be designed to solve the prob-
lem of environmental misjudgment in VI-CFAR detectors.
Such as, fuzzy theory is combined to enhance the detection
performance of VI-CFAR detectors in non-homogeneous en-
vironments in [18], the robustness of VI-CFAR detectors is
improved by eliminating outliers to reduce the impact of in-
terferences on detector thresholds in [19], and the robustness
of detection in multi-target environments is improved by es-
timating background clutter levels in [20].

Currently, the development of machine learning pro-
vides new technical support for radar constant false alarm
rate (CFAR) detection [21]. Such as, target detection perfor-
mance in varying environments can be improved by utilizing
multilayer perceptron to adaptively select between CA-CFAR
and OS-CFAR detectors [22], variability indices can be used
as features to train support vector machines for environmental
recognition [23], and background noise levels can be accu-
rately estimated by utilizing convolutional neural network to
remove interferences [24]. However, current commonly used
detectors still cannot simultaneously show good target detec-
tion performance in environments with multiple interferences
and in cluttered edge environments.

Fortunately, the efficiency of machine learning can be
significantly improved by deep learning technology which
can effectively solve more complex information processing
problems. For instance, long short-term memory (LSTM),
as a type of recurrent neural network, has shown unique
performance in series data analysis [25–27]. Since radar
echoes are time series data, LSTM networks can be used
to improve the recognition accuracy of the environmental
contained in radar echoes. Therefore, an automatic clipping
adaptive CFAR detector based on long short-term memory
network (ACA-LSTM-CFAR) is proposed to improve the tar-
get detection performance in different environments. LSTM
networks are used to recognize noise in radar echo reference
cells. When interferences exist in both the leading and lag-
ging reference windows, the interferences are clipped, and
an OS-CFAR detector is used to detect the target. The pro-
posed detector can solve the problem of decreased detection
performance in adaptive CFAR detectors due to low environ-
mental recognition accuracy, and effectively enhance target
detection performance in multi-target environments.

2. Principle of CFAR Detectors

2.1 CA-CFAR Detector
The CA-CFAR detector [4] estimates background clut-

ter power by calculating the mean of the reference cells, and
its principle of detection is shown in Fig. 1.
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Fig. 2. Principle of OS-CFAR detector.

From Fig. 1, in the CA-CFAR detector, multiplying the
estimated background noise power 𝑍 by the threshold factor
𝑇 yields the detection threshold 𝑆 which is compared with
the power value 𝐷 of the test cell to determine the detection
result. When 𝐷 ≥ 𝑆, it is determined that a target exists;
otherwise, it is determined that the target does not exist.

The estimated background noise power level 𝑍 is cal-
culated as:

𝑍 =

∑𝑁
𝑖=1 𝑋𝑖

𝑁
. (1)

The threshold factor 𝑇 is determined by the length of
the reference cells 𝑁 and the false alarm probability 𝑃fa as:

𝑇 = 𝑁 ·
((
𝑃
−1/𝑁
fa

)
− 1

)
. (2)

The CA-CFAR detector has good detection perfor-
mance in homogeneous environments but poor detection
performance in interference environments and clutter edge
environments [9].

2.2 OS-CFAR Detector
The OS-CFAR detector [7] estimates background clut-

ter power by taking the 𝑘-th sampling value after ascending
sorting of reference cells, and its detection principle is shown
in Fig. 2.

From Fig. 2, in the OS-CFAR detector, the sampled val-
ues of the reference cells in both sides of test cell are sorted
in ascending order and the 𝑘-th sampled value is selected as
the estimated background noise power 𝑍 . Multiplying the
estimated background noise power 𝑍 by the threshold fac-
tor 𝑇 of OS-CFAR yields the detection threshold 𝑆 which is
compared with the power value 𝐷 of the test cell to deter-
mine the detection result. When 𝐷 ≥ 𝑆, it is determined that
a target exists; otherwise, it is determined that the target does
not exist.
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The false alarm probability 𝑃fa of the OS-CFAR detec-
tor is determined by the threshold factor 𝑇 , the length of the
reference cells 𝑁 and the 𝑘 value as:

𝑃fa = 𝑘

(
𝑁

𝑘

)
Γ(𝑁 − 𝑘 + 1 + 𝑇)Γ(𝑘)

Γ(𝑁 + 𝑇 + 1) (3)

where the gamma function is defined as:

Γ(𝑥) =
∫ ∞

0
𝑡𝑥−1e−𝑡d𝑡, 𝑥 > 0. (4)

According to (3), the threshold factor 𝑇 can be cal-
culated by the given false alarm probability 𝑃fa, length of
reference cells 𝑁 , and 𝑘 value. Especially, the selection of
𝑘 values is closely related to the accuracy of the detection
results. The impact of the 𝑘 value on the performance of the
OS-CFAR detector is elaborated in [12]. When 𝑘 < 𝑁/2,
the false alarm probability will sharply increase in the clutter
edge environment. Therefore, it is recommended to choose
𝑘 = 3/4𝑁 to get balanced detection performance in multi-
target environments or clutter edge environments.

The OS-CFAR detector has good detection performance
when there are few interferences. However, its detection per-
formance will get poor when there are multiple interferences,
and it also has a high false alarm rate in clutter edge environ-
ments [13].

2.3 VI-CFAR Detector
The VI-CFAR detector [14] can dynamically adjust the

background clutter power estimation by calculating the vari-
ability index and mean ratio, and its principle of detection is
shown in Fig. 3.

From Fig. 3, the variability index (VI) of the leading
and lagging reference cells, and the mean ratio (MR) of all
reference cells are calculated in the VI-CFAR detector.

The VI is determined by the sample variance 𝜎̂2 and the
sample mean 𝜇̂ of the single-sided reference window, and it
is calculated as:

𝑉𝐼 = 1 + 𝜎̂
2

𝜇̂
= 1 + 1

𝑛 − 1
·

(∑𝑁/2
𝑖=1

(
𝑋𝑖 − 𝑋̄

) )2(
𝑋̄
)2 . (5)

The MR is determined by the mean values of the leading
and lagging reference window, and it is calculated as:

MR =
𝑋̄𝐴

𝑋̄𝐵
=

∑
𝑖∈𝐴 𝑋𝑖∑
𝑖∈𝐵 𝑋𝑖

. (6)

Comparing VI with a pre-set threshold 𝐾VI can de-
termine whether the sampling values of the reference win-
dow are homogeneous. If VI ≤ 𝐾VI , the reference win-
dow is judged to be homogeneous, otherwise, it is judged
to be non-homogeneous. Comparing MR with a pre-set
threshold 𝐾MR can determine whether the mean values of
the leading and lagging reference window are the same. If
𝐾−1

MR ≤ 𝑀𝑅 ≤ 𝐾MR, the mean values of the leading and lag-
ging reference window are judged to be the same; otherwise,
they are judged to be different. From [14], the increase in
the 𝐾VI and 𝐾MR thresholds improves the accuracy of the
judge of VI-CFAR detector in homogeneous environments,
but reduces it in non-homogeneous environments. In [14],
the threshold 𝐾VI is recommended to be set to 4.76 and the
threshold 𝐾MR is recommended to be set to 1.806 to achieve
better detection performance. Based on the judgment results,
the appropriate detector is selected to detect the target, and
the specific judgment rules are shown in Tab. 1.

In Tab. 1, 𝑇𝑁 is the threshold factor of all reference
cells, and it is calculated as:

𝑇𝑁 = (𝑃fa)−1/𝑁 − 1. (7)

𝑇𝑁/2 is the threshold factor of half of the reference cells,
and it is calculated as:

𝑇𝑁/2 = (𝑃fa)−1/(𝑁/2) − 1. (8)

Although the VI-CFAR detector has a certain degree
of adaptive ability, it has poor detection performance when
interferences exist in both sides of the reference window,
and an increase in the number of interferences will lead to
a decrease in the environmental recognition accuracy of the
VI-CFAR detector, which will result in a further degradation
of target detection performance [15].
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Fig. 3. Principle of VI-CFAR detector.

Leading window Lagging window Different means? Background environment discrimination Adaptive threshold
variable? variable?

No No No Homogeneous environment 𝑇𝑁 × (∑(𝑋𝐴) +
∑(𝑋𝐵 ) )

No No Yes Clutter edge environment 𝑇𝑁 × max(∑(𝑋𝐴) ,
∑(𝑋𝐵 ) )

Yes No - Interferences in the leading window 𝑇𝑁/2 × ∑
𝑋𝐵

No Yes - Interferences in the lagging window 𝑇𝑁/2 × ∑
𝑋𝐴

Yes Yes - Interferences in the both windows 𝑇𝑁 × min(∑(𝑋𝐴) ,
∑(𝑋𝐵 ) )

Tab. 1. Adaptive threshold of VI-CFAR.
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3. Improved CFAR Detectors
To solve the problem of low accuracy of environmen-

tal recognition and poor detection performance of the adap-
tive CFAR detector, an automatic clipping adaptive CFAR
based on long short-term memory network (ACA-LSTM-
CFAR) detector 1 is proposed. The long short-term memory
(LSTM) network is used to improve the accuracy of environ-
mental recognition. When interferences exist in both sides of
the reference window, a clipping order statistic CFAR based
on long short-term memory network (COS-LSTM-CFAR)
detector is designed to improve the performance of the OS-
CFAR detector by removing interferences.

3.1 ACA-LSTM-CFAR Detector
The ACA-LSTM-CFAR detector recognizes the envi-

ronmental type information contained in the radar echo ref-
erence cells by LSTM network, and based on the recognition
results, an appropriate detector is selected to detect the radar
target. The detection principle of the ACA-LSTM-CFAR
detector is shown in Fig. 4.

In Fig. 4, the in-phase signal 𝐼 and quadrature signal 𝑄
received by the radar receiver are input to the ACA-LSTM-
CFAR detector after passing through the square law detec-
tor. The ACA-LSTM-CFAR detector takes 𝑁/2 echo signals
from one side of the reference window as the input and uses
an interference detection module to determine whether the
single-sided reference window is homogeneous. It also takes
echo signals from the both sides of reference window as the
input and uses a mean level detection module to determine
whether the mean values of the reference windows on both
sides are the same.

Both the interference detection module and the mean
detection module use LSTM network for classification. The
structure of the LSTM network is shown in Fig. 5.

In Fig. 5, the input layer defines the length of the input
sequences and the input sequences are normalized as:

𝑋nom =
𝑋 − 𝑋min
𝑋max − 𝑋min

. (9)

The LSTM layer is used to capture long-term depen-
dencies. The fully connected layer is used to map the output
of the LSTM layer to the classification labels. The Softmax
layer is used to convert the output of the fully connected
layer into a probability distribution, which is calculated by
Softmax function as:

𝑝𝑖 =
exp(𝑧𝑖)∑𝐾
𝑗=1 exp(𝑧 𝑗 )

. (10)

In (10), 𝑧𝑖 is the input element of the Softmax layer, 𝐾
is the number of input elements, and 𝑝𝑖 is the probability that
the input belongs to class 𝑖.
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Fig. 4. Principle of ACA-LSTM-CFAR detector.
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The classification layer is used to calculate the cross-
entropy loss and generate the final classification result. When
network is training, the cross-entropy loss is calculated as:

𝐿 = − 1
𝑁

𝑁∑︁
𝑖=1

𝐶∑︁
𝑐=1

𝑦𝑖,𝑐 log(𝑝𝑖,𝑐). (11)

In (11), 𝐿 is classification error, 𝑁 is the number of
samples, 𝐶 is the number of categories, 𝑦𝑖,𝑐 is the indicator
that the sample 𝑖 belongs to class 𝑐, and 𝑝𝑖,𝑐 is the probability
of sample 𝑖 being predicted as class 𝑐.

When network is predicting the final classification result
is calculated as:

𝑦̂ = arg max(𝑝𝑖). (12)

In (12), 𝑦̂ is the classification result predicted by the
module. For the interference detection module, the output
classification result is homogeneous environment and non-
homogeneous environment. For the mean level detection
module, the output classification result is homogeneous en-
vironment and clutter edge environment.

According to the classification results from the out-
puts of interference detection module and the mean detection
module, the appropriate detector is selected for detection.
The specific judgment rules are shown in Tab. 2.

In Tab. 2, 𝑇𝑁 is the threshold factor of all reference
cells, and it is calculated as:

𝑇𝑁 = (𝑃fa)−1/𝑁 − 1. (13)

𝑇𝑁/2 is the threshold factor of half of the reference cells,
and it is calculated as:

𝑇𝑁/2 = (𝑃fa)−1/(𝑁/2) − 1. (14)

When both reference windows are homogeneous envi-
ronments, the CA-CFAR detector is used for detection and

1Open resource codes: https://github.com/yifan9040/CFAR-model.
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Leading window Lagging window Clutter edge? Background environment discrimination Adaptive threshold
homogeneous? homogeneous?

Yes Yes No Homogeneous environment 𝑇𝑁 × (∑(𝑋𝐴) +
∑(𝑋𝐵 ) )

Yes Yes Yes Clutter edge environment 𝑇𝑁 × max(∑(𝑋𝐴) ,
∑(𝑋𝐵 ) )

No Yes - Interferences in the leading window 𝑇𝑁/2 × ∑
𝑋𝐵

Yes No - Interferences in the lagging window 𝑇𝑁/2 × ∑
𝑋𝐴

No No - Interferences in the both windows 𝑇COS × 𝑍COS

Tab. 2. Adaptive threshold of ACA-LSTM-CFAR.

takes all reference cells as input. When cluttered edge envi-
ronments are detected, the CA-CFAR detector is used for de-
tection and takes the reference cells in the higher mean value
side reference window as input. When interferences exist in
a single-sided reference windows, the CA-CFAR detector is
used for detection and takes the reference cells in the homo-
geneous side reference window as input. When interferences
exist in both the leading and lagging reference windows, the
COS-LSTM-CFAR detector is used for detection and takes
all reference cells as input.

3.2 COS-LSTM-CFAR Detector
The COS-LSTM-CFAR detector uses an LSTM net-

work to clip interference and then uses the OS-CFAR detec-
tor for detection, thereby improving detection performance
in environments with multiple interference. The detection
principle of COS-LSTM-CFAR detector is shown in Fig. 6.

In Fig. 6, an interference detection module is used to
independently detect both sides of the reference windows.
When the interference environment is detected, the detector
removes the maximum reference cell from the reference win-
dow. Then, it reuses the interference detection module to
detect the reference window until the interference detection
module outputs a homogeneous environment. After remov-
ing interference reference cells, the data within the reference
window are sorted in ascending order. The 𝑘-th value af-
ter ascending sorting is taken as the estimated power of the
background noise 𝑍COS. The estimated power of the back-
ground noise 𝑍COS is multiplied by the threshold factor 𝑇COS
to obtain the detection threshold 𝑆. The detection threshold
𝑆 is compared with the power value of the detected cell 𝐷 to
obtain the detection result. When 𝐷 ≥ 𝑆, it is determined
that a target exists; otherwise, it is determined that the target
does not exist.

The false alarm probability 𝑃fa of the COS-LSTM-
CFAR detector is determined by the threshold factor 𝑇COS,
the length of the reference cells 𝑁 , interference count 𝑖 and
the 𝑘 value as:

𝑃fa = 𝑘

(
𝑁 − 𝑖
𝑘

)
Γ ((𝑁 − 𝑖) − 𝑘 + 1 + 𝑇COS) Γ(𝑘)

Γ ((𝑁 − 𝑖) + 𝑇COS + 1) . (15)

According to (15), the threshold factor 𝑇COS can be cal-
culated by the given false alarm probability 𝑃fa, reference
cell length 𝑁 , interference count 𝑖, and 𝑘 value.
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Fig. 6. Principle of COS-LSTM-CFAR detector.

4. Experiment and Result Analysis
A Monte Carlo experimental method is used to com-

pare the environmental recognition performance of the ACA-
LSTM-CFAR detector and the VI-CFAR detector. And
a comparative analysis is conducted on the detection perfor-
mance of various detectors, CA-CFAR detector, OS-CFAR
detector, VI-CFAR detector, COS-LSTM-CFAR detector,
and ACA-LSTM-CFAR detector, in different environments.

In the experiments, the number of Monte Carlo exper-
iments for environmental recognition performance and de-
tection performance testing are 1 × 104, and for false alarm
probability testing are 1×106. The reference cell length 𝑁 is
36, and the false alarm probability 𝑃fa is set as 1× 10−4. The
thresholds of the VI-CFAR detector are set as 𝐾VI = 4.76
and 𝐾MR = 1.806, and the 𝑘 value of the OS-CFAR detector
is 3/4𝑁 and the COS-LSTM-CFAR detector is 3/4(𝑁 − 𝑖).

4.1 Simulation Signal Model
Simulated data are used in network training and Monte

Carlo experiments. Under the assumption that the amplitudes
of the background clutter signals 𝐼 and 𝑄 follow a Rayleigh
distribution, and the power of the signal passing through the
square law detector follows an exponential distribution, the
test cell 𝐷 under 𝐻0 has probability density function:

𝑓 (𝑥 |𝐻0) =
1
𝜇

exp
(
− 𝑥
𝜇

)
(16)

where 𝜇 is the scale parameter.
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Fig. 7. Examples of radar echo signals.
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Fig. 8. Environmental recognition performances in homoge-
neous environments.

In a homogeneous environment, set 𝜇 = 1, examples of
the input signals 𝐼, 𝑄, and the signals passing through the
square law detector are shown in Fig. 7. Figure 7(a) shows
that the amplitudes of the 𝐼 and 𝑄 signals follow a Rayleigh
distribution, while Figure 7(b) shows that the amplitude of
the signals passing through the square law detector follows
an exponential distribution.

Under the assumption that the target is moving fast and
the radar cross section of the target changes rapidly, the target
follows the Swerling II model. The test cell 𝐷 under 𝐻1 has
probability density function:

𝑓 (𝑥 |𝐻1) =
1

𝜇(1 + 𝑆) exp
[
− 𝑥

𝜇(1 + 𝑆)

]
(17)

where 𝑆 is the signal-to-noise ratio. When the target exists
in the reference cells instead of the test cell, it is considered
as interference.

4.2 Training Data Set
Due to the different input sizes of the interference detec-

tion module and the mean level detection module, they have
different training data sets. The training data set for the inter-
ference detection module consists of 4 × 104 homogeneous
echo sequences and 4×104 echo sequences with different in-
terferences numbers and signal-to-noise ratios. The locations
of interferences is randomly generated to ensure the general-
ization ability of the network. And the training data set for the
mean level detection module consists of 4×104 homogeneous
echo sequences and 4 × 104 clutter edge echo sequences.

4.3 Performance Comparison of Environmen-
tal Recognition

1) Homogeneous Environment: The environmental
recognition performances of the ACA-LSTM-CFAR detec-
tor and the VI-CFAR detector in homogeneous environments
with signal-to-noise ratio ranging from 0 to 30 dB are shown
in Fig. 8. From Fig. 8, in homogeneous environments, com-
pared with the VI-CFAR detector, the ACA-LSTM-CFAR
detector improves the recognition probability of the homo-
geneous environment. After calculation, the average correct
recognition probability of the ACA-LSTM-CFAR detector is
92.39%, which is 0.49% higher than that of the VI-CFAR
detector. Therefore, the ACA-LSTM-CFAR detector has
slightly better environmental recognition performance in ho-
mogeneous environments.

2) Multiple Target Interference Environment: When
interferences exist in the leading reference window and
signal-to-noise ratio ranges from 0 to 30 dB, the environ-
mental recognition performances of the ACA-LSTM-CFAR
detector and the VI-CFAR detector are shown in Fig. 9. From
Fig. 9, when there are four interferences in the leading ref-
erence window, compared with the VI-CFAR detector, the
ACA-LSTM-CFAR detector shows a significant improve-
ment in probability of classification at signal-to-noise ra-
tio ranging from 0 to 20 dB. After calculation, when the
signal-to-noise ratio ranges from 0 to 30 dB and there are
four interferences in the leading reference window, the av-
erage correct recognition probability of ACA-LSTM-CFAR
detector is 70.87%, which is 13.7% higher than that of VI-
CFAR detector. Therefore, the ACA-LSTM-CFAR detector
has better classification performance when there are multiple
interferences in the leading reference window.
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Fig. 9. Environmental recognition performances of four interfer-
ences existing in the leading reference window.

0 5 10 15 20 25 30

SNR(dB)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
ro

b
ab

il
it

y
 o

f 
cl

as
si

fi
ca

ti
o
n

VI

ACA-LSTM

Fig. 10. Environmental recognition performances of four inter-
ferences existing in both the leading and lagging refer-
ence windows.

When interferences exist in both the leading and lag-
ging reference windows and signal-to-noise ratio ranges from
0 to 30 dB, the environmental recognition performances of
the ACA-LSTM-CFAR detector and the VI-CFAR detec-
tor are shown in Fig. 10. From Fig. 10, when there are
four interferences in both the leading and lagging reference
windows, compared with the VI-CFAR detector, the ACA-
LSTM-CFAR detector shows a significant improvement in
probability of classification at signal-to-noise ratio ranging
from 5 to 25 dB. After calculation, when the signal-to-noise
ratio ranges from 0 to 30 dB and there are four interferences
in both the leading and lagging reference windows, the aver-
age correct recognition probability of the ACA-LSTM-CFAR
detector is 64.94%, which is 15.79% higher than that of VI-
CFAR detector. Therefore, the ACA-LSTM-CFAR detec-
tor exhibits better classification performance when there are
multiple interferences in both the leading and lagging refer-
ence windows.
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Fig. 11. Environmental recognition performances in clutter edge
environment.

3) Clutter Edge Environment: When the background
power of the weak clutter region is 1 dB and the background
power of the strong clutter region is 10 dB, the environmental
recognition performances of the ACA-LSTM-CFAR detec-
tor and the VI-CFAR detector in clutter edge environment
are shown in Fig. 11. From Fig. 11, in clutter edge envi-
ronment, compared with the VI-CFAR detector, the ACA-
LSTM-CFAR detector can enhance the classification prob-
ability of clutter edge when last clutter cell between 20 and
30 cells. After calculation, the average correct recognition
probability of the ACA-LSTM-CFAR detector is 62.77%,
which is 0.95% higher than that of the VI-CFAR detector.
Therefore, the ACA-LSTM-CFAR detector also has better
classification performance in clutter edge environment.

The experimental results show that the ACA-LSTM-
CFAR detector has better recognition ability than the VI-
CFAR detector for homogeneous environments, multiple
target interference environments, and clutter edge environ-
ments.

4.4 Comparison of Detection Performance
1) Homogeneous Environment: The detection per-

formances of CA-CFAR detector, OS-CFAR detector, VI-
CFAR detector, COS-LSTM-CFAR detector, and ACA-
LSTM-CFAR detector in homogeneous environments with
signal-to-noise ratio ranging from 0 to 30 dB are shown in
Fig. 12. As shown in Fig. 12, in homogeneous environ-
ments, the detection performance curves of various detectors
are close to the ideal curve. The detection performance of
the ACA-LSTM-CFAR detector is superior to that of the
VI-CFAR detector, which is superior to the COS-LSTM-
CFAR detector, which is superior to the OS-CFAR detector.
However, the detection performance of all four detectors is
slightly lower than that of the CA-CFAR detector, and the
performance of the ACA-LSTM-CFAR detector is closest to
that of the CA-CFAR detector.
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Fig. 12. Detection performances in homogeneous environments.

After calculation, in homogeneous environments with
the signal-to-noise ratio ranging from 0 to 30 dB, the aver-
age detection probability of the ACA-LSTM-CFAR detector
is 57.52%, which is 0.31% higher than that of the VI-CFAR
detector. Therefore, the ACA-LSTM-CFAR detector exhibits
better detection performance than VI-CFAR detector in a ho-
mogeneous environment.

2) Multiple Target Interference Environment: When
interferences exist in the leading reference window and
signal-to-noise ratio ranges from 0 to 30 dB, the detection
performances of the CA-CFAR detector, OS-CFAR detector,
VI-CFAR detector, COS-LSTM-CFAR detector, and ACA-
LSTM-CFAR detector are shown in Fig. 13. As shown in
Fig. 13, when interferences exist in the leading reference win-
dow, the COS-LSTM-CFAR detector and the ACA-LSTM-
CFAR detector have lower performance degradation, and can
maintain a more stable detection performance as the number
of interference increases.

After calculation, when there are 4 interferences in the
leading reference window and the signal-to-noise ratio is 0-
30dB, the average detection probability of the ACA-LSTM-
CFAR detector is 55.29%, which is 5.43% higher than that
of the VI-CFAR detector. Therefore, the ACA-LSTM-CFAR
detector has better detection performance than the VI-CFAR
detector when there is interference in the leading reference
window.

When interferences exist in both the leading and lagging
reference windows and the signal-to-noise ratio ranges from
0 to 30 dB, the detection performances of the CA-CFAR de-
tector, OS-CFAR detector, VI-CFAR detector, COS-LSTM-
CFAR detector, and ACA-LSTM-CFAR detector are shown
in Fig. 14. As shown in Fig. 14, when interferences exist in
both the leading and lagging reference windows, the COS-
LSTM-CFAR detector and the ACA-LSTM-CFAR detector
exhibit lower performance degradation. As the number of
interferences increases, the detection performance of OS-
CFAR detector decreases significantly. The COS-LSTM-
CFAR detector can remove interference and maintain more
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(a) Two interferences in the leading reference window
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(b) Four interferences in the leading reference window

Fig. 13. Detection performances of interferences existing in the
leading reference window.

stable detection performance. However, due to the influence
of environmental recognition, the detection performance of
ACA-LSTM-CFAR detector is not as good as that of COS-
LSTM-CFAR detector.

After calculation, when four interferences exist in both
the leading and lagging reference windows and the signal-to-
noise ratio ranges from 0 to 30 dB, the average detection prob-
ability of the ACA-LSTM-CFAR detector is 52.58%, which
is 41.57% higher than that of the VI-CFAR detector. There-
fore, the ACA-LSTM-CFAR detector has better detection
performance than the VI-CFAR detector when there are inter-
ferences in both the leading and lagging reference windows.

To further demonstrate the good detection performance
of the proposed detector in multi-target environments with
different false alarm rates, receiver operating characteristic
(ROC) curves were used for comparison, where the number
of interferences was 4 and the signal-to-noise ratio was 15 dB.
The comparison results are shown in Fig. 15. As shown in
Fig. 15, when the false alarm rate changes, the COS-LSTM-
CFAR detector and the ACA-LSTM-CFAR detector still
maintain better detection performance than other detectors.
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Fig. 14. Detection performance of interferences existing in both
the leading and lagging reference windows.

3) Clutter Edge Environment: When the background
power of the weak clutter region is 1 dB, and the background
power of the strong clutter region is 10 dB, the false alarm
probabilities of the CA-CFAR detector, OS-CFAR detector,
VI-CFAR detector, COS-LSTM-CFAR detector, and ACA-
LSTM-CFAR detector in clutter edge environment are shown
in Fig. 16. From Fig. 16, in clutter edge environments, both
the VI-CFAR and the proposed ACA-LSTM-CFAR detectors
can maintain good false alarm control ability. In contrast,
the CA-CFAR, OS-CFAR, and COS-CFAR detectors show
poorer false alarm control ability in clutter edge environments
due to their lack of adaptive abilities.

After calculation, in clutter edge environments, the av-
erage false alarm probabilities of the ACA-LSTM-CFAR de-
tector is 1.47 × 10−4, and the average false alarm probabil-
ities of the VI-CFAR detector is 1.34 × 10−4. Therefore,
in clutter edge environments, the false alarm probability of
the ACA-LSTM-CFAR detector is close to that of the VI-
CFAR detector.

10
-5

10
-4

10
-3

False alarm rate

0.2

0.3

0.4

0.5

0.6

0.7

0.8

P
ro

b
ab

il
it

y
 o

f 
d
et

ec
ti

o
n

CA

OS

VI

COS-LSTM

ACA-LSTM

(a) Four interferences in the leading reference window

10
-5

10
-4

10
-3

False alarm rate

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

P
ro

b
ab

il
it

y
 o

f 
d
et

ec
ti

o
n

CA

OS

VI

COS-LSTM

ACA-LSTM

(b) Four interferences in both the leading and lagging reference
windows

Fig. 15. ROC curves in multiple target interference environment.

0 5 10 15 20 25 30 35

Last cell containing clutter

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

P
ro

b
ab

il
it

y
 o

f 
fa

ls
e 

al
ar

m

Ideal

CA

OS

VI

COS-LSTM

ACA-LSTM

Fig. 16. False alarm probabilities in clutter edge environments.
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The experimental results show that the ACA-LSTM-
CFAR detector has good detection performance in homoge-
neous environments. In environments with multiple target
interference, the detection performance of the ACA-LSTM-
CFAR detector is superior to VI-CFAR and OS-CFAR detec-
tors. Furthermore, as the number of interference increases,
the ACA-LSTM-CFAR detector can maintain stable detec-
tion performance. In clutter edge environments, the COS-
LSTM-CFAR detector shows poor false alarm control ability,
while the ACA-LSTM-CFAR detector still shows good false
alarm control ability.

5. Conclusion
A new adaptive CFAR detector based on LSTM net-

work is proposed to improve the detection performance of
radar targets. The LSTM network is used to recognize radar
echo reference cell noise, and according to the recognition
result, an appropriate detection algorithm is selected to de-
tect the radar target. When interferences exist in both the
leading and lagging reference windows, the interferences are
clipped, and the ordered statistical constant false alarm detec-
tor is used to detect target. The environment recognition and
detection performance of the ACA-LSTM-CFAR detector in
various environments are tested and analyzed by Monte Carlo
experiments. The simulation results show that LSTM net-
work can more effectively recognize the environment, and
when there is interference in both the leading and lagging
reference windows, the background noise power level can be
more accurately estimated by clipping the interference. In
this way, the detection performance of the detector can be
effectively improved. Furthermore, as the number of inter-
ferences increases, the detection performance of the detector
will not significantly decrease. The detection probability of
the proposed detector is higher than that of commonly used
detectors in different environments.
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