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Abstract. Cardiac Arrhythmia (CA) is one of the most prev-

alent cardiac conditions and prime reasons for sudden 

death. The current CA detection methods face challenges in 

noise removal, R-peak detection, and low-level feature se-

lection, which can impact diagnostic accuracy and signal 

stability. The research aims to develop an effective frame-

work for detecting and classifying CA using advanced signal 

processing, feature extraction, feature selection, and classi-

fication for reliable medical diagnosis. The input electro-

cardiogram (ECG) signals are processed using hybrid noise 

reduction techniques such as cascaded variable step size 

normalized least mean square and sparse low-rank filter. 

The complex and high-level features are extracted using 

higher-order spectral energy distributed image, wavelet 

transform, and R-wave peak to R-wave peak interval to en-

hance the representation of cardiac data. Recursive feature 

elimination is applied to select the most relevant diagnostic 

features and the Rectified Adam optimizer is used to fine-

tune parameters to achieve better training stability. The 

model integrates long-term memory with an attention mech-

anism to enhance the classification performance of arrhyth-

mia detection. Simulation results demonstrate that the pro-

posed model achieves 99.40% accuracy, outperforming ex-

isting models and showing its efficiency in classifying CA for 

better diagnosis and early treatments.  
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1. Introduction 

Arrhythmias are common cardiovascular diseases 

characterized by abnormal heart activity, often stemming 

from underlying issues such as coronary heart disease. This 

disease occurs from the inadequate blood supply and coro-

nary arteries narrowing, resulting in myocardial dysfunction 

[1]. Sudden cardiac death syndrome with a morphologically 

typical heart contributed to 18% of all cardiac deaths in 2022 

[2]. Idiopathic ventricular fibrillation is a diagnosis per-

formed after excluding other causes of sudden cardiac arrest, 

such as structural, metabolic, electric, or toxicological etiol-

ogies. Its incidence has decreased with improvement in test-

ing and diagnosis of primary arrhythmia syndromes [3]. 

Current treatments include SSYX metoprolol, which pro-

vides cardio protection and antiarrhythmic effects for pa-

tients with CA [4]. Additionally, ruxolitinib has the potential 

to act as a CaMKII inhibitor in the treatment of CA [5], [6]. 

The latest scientific findings are incorporated into clinical 

practice by episodically updating the treatment of ventricu-

lar arrhythmia patients and preventing abrupt cardiac death 

[7]. Clinically significant arrhythmias like persistent ventric-

ular, atrial fibrillation, and second-degree atrioventricular 

(AV) block need constant electrocardiogram (ECG) moni-

toring. Atrial fibrillation and flutter are particularly preva-

lent as perioperative complications in surgical settings [8]. 

Various scientific methods have been analyzed and de-

veloped to diagnose and classify CA efficiently. Some ad-

vancements include models that utilized innovative tech-

niques like a Chi-square distance classifier with Particle 

Swarm Optimizer (Chi-Square-D-C PSO) and Generative 

Adversarial Networks-SkipNet (GAN-SkipNet) combined 

with an attention mechanism [9], [10]. Other models, such 

as improved ResNet and Bidirectional Long Short-Term 

Memory models (Res-BiANet), and Convolution, Attention, 

and Transformer-based Networks (CAT-Net), have been 

specially designed for detecting and classifying multiple ar-

rhythmias using photoplethysmography (PPG) signals [11], 

[12]. Despite these advancements, challenges remain, in 

noise removal, feature extraction, feature selection, and op-

timization strategies. To overcome this, we propose a model 

that incorporates hybrid noise reduction, feature extraction, 
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feature selection, and optimization to improve arrhythmia 

detection and enhance model performance. By investigating 

the automated detection of CA, we analyze and explore so-

lutions for the following research questions.  

1. How can enhancing ECG signal quality lead to more 

reliable detection of arrhythmias, especially in noisy or 

low-quality data? 

2. Does the feature extraction impact the early diagnosis 

of arrhythmias often missed in standard diagnostic pro-

cesses? 

3. How can optimizing the learning process improve the 

consistency and accuracy of arrhythmia detection 

across patients with varying heart conditions? 

4. In what ways does a more precise analysis of time-

based patterns in ECG signals improve the detection of 

arrhythmia, particularly in patients with irregular 

symptoms? 

This research aims to improve the detection of CA by 

enhancing the quality of ECG signals, particularly for noisy 

data. The work enables the detection and classification of 

arrhythmias through feature extraction, leading to timely in-

tervention. Optimizing the learning process ensures con-

sistent accuracy across different patients. Time-based pat-

tern analysis can help in identifying arrhythmias in patients 

with irregular symptoms, potentially improving the diagnos-

tic process and patient care. 

The main contributions of the proposed model are 

presented as follows: 

 The research introduces hybrid noise reduction tech-

niques Cascaded Variable Step Size Normalized Least 

Mean Square (CVSS-NLMS) and Sparse Low-Rank 

Filter (SLRF) to improve the quality of ECG signals, 

making them more suitable for the subsequent feature 

extraction process. 

 The model employs three sophisticated feature extrac-

tion techniques: the Higher Order Spectral Energy Dis-

tributed Image (HSDI), Wavelet transform, and  

R-wave peak to R-wave peak (R-R) interval. This ap-

proach captures the non-linear characteristics, analyzes 

transient features, and calculates intervals between  

R-wave peaks analysis to provide a comprehensive and 

richer representation of ECG signals, leading to better 

detection of subtle arrhythmias. 

 The proposed approach employs the Recursive Feature 

Elimination (RFE) method to reduce the irrelevant fea-

tures and enhance the model’s classification perfor-

mance. 

 The incorporation of a Rectified Adam (RAdam) opti-

mizer addresses the issue related to instability during 

the early training phase and provides a more effective 

learning process. This also improves the model perfor-

mance, minimizes loss, and leads to faster conver-

gence. 

 Unlike traditional Convolutional Neural Networks 

(CNNs), which excel at identifying spatial patterns, the 

proposed model uses Long Short-Term Memory 

(LSTM) networks to capture temporal dependencies 

and emphasize significant features in the ECG data. 

The attention mechanism helps the model prioritize 

significant time steps in the ECG signal, leading to im-

proved arrhythmia detection.  

The structure of the research paper is as follows: Sec-

tion 2 examines the related work of CA diagnosis and clas-

sification, Section 3 explains the pipeline of the proposed 

model, Section 4 depicts the implementation of the proposed 

model and compares it with the existing models, and Sec-

tion 5 concludes the study. 

2. Related Work 

Numerous researchers and clinicians have analyzed 

and developed models for detecting and categorizing the 

CA, each with a unique objective, methodology, advantages, 

and limitations. We discuss a few of those recent studies 

here. Ahmed et al. [13] developed a fast and automated 

method for diagnosing and classifying CA using a one-di-

mensional CNN (1D-CNN). It offered high accuracy and au-

tomatic feature extraction but faced data imbalance and gen-

eralization issues. An automated classification model [14] 

was developed to address data imbalance issues in classify-

ing CA using a combination of CNN and Recurrent Neural 

Network (RNN). This showed high accuracy but needed fur-

ther refinement by exploring different neural network archi-

tectures. In another work, Ruben et al. [15] aimed to enhance 

an Internet of Things (IoT)-based system for monitoring 

ECG signals and detecting arrhythmia. The work employed 

the Machine Learning (ML) algorithm K-Nearest Neighbor 

algorithm (KNN) for arrhythmia detection, offered high ac-

curacy, and provided real-time alerts, which were limited by 

data misclassification due to the quality of ECG data. For 

this, Dhyani et al. [16] used a 3D wavelet transform for an 

ECG-based arrhythmia detection system and a Support Vec-

tor Machine (SVM) for accurate classification, achieving 

a high accuracy of 99.02%. However, the model used 

a shorter ECG signal, which could not be sufficient for com-

prehensive detection.  

The work of Yang et al. [17] utilized 12-lead ECG 

signals to improve arrhythmia classification and a dual-

channel Deep Neural Network (DNN) to retrieve 

characteristics for enhancing accuracy and effectively fused 

multimodal features but had high computational complexity 

and potential overfitting. Considering these issues, an 

automated DL model was developed by Daydulo et al. [18] 

to classify ECG signals to detect CA. This model achieved 

high classification accuracy and demonstrated robustness in 

detection, reducing diagnosis time and errors. The work 

needed real-time data validation for improved robustness. 

To improve the real-time validation, a tiny CNN for the real-

time model was developed by Farag [19] for classifying 

ECG and detecting arrhythmias at the edge, leveraging 

matched filter theory. It achieved high accuracy and 

efficiency but faced noise and inter-patient variability 

challenges.  
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Mora et al. [20] developed a model that automated the 

hyperparameter selection process using a hybrid model com-

bining CNN and PSO to classify CA and achieved a high 

accuracy of 98%. However, balancing the dataset and in-

cluding more CA classes could improve the model’s perfor-

mance. To overcome this, Kim et al. [21] used 12-lead ECG 

data with 45 different classes to develop an automated multi-

label CA detection model. They employed CNN with 

a Global Channel Attention Block (GCAB) and Short Resid-

ual Block (SRB), efficiently using end-to-end learning to 

combine feature extraction and categorization. The insuffi-

cient data samples for some arrhythmia classes limited the 

model’s performance. To improve this, Din et al. [22] aimed 

to enhance ECG-based arrhythmia detection by fusing CNN, 

LSTM, and transformer features and achieved a high accu-

racy of 99.56% but was limited to binary classification and 

could not extend to multi-class classification. 

Thus, by analyzing the existing models, we noticed 

some issues still prevailing, such as effective noise removal, 

feature extraction, feature selection, and standard optimizers 

for classification. The proposed model is developed to ad-

dress these concerns using hybrid preprocessing techniques, 

feature extraction, and selection methods, an improved opti-

mizer, and an innovative model architecture for improving 

classification performance. 

3. Proposed Cardiac Arrhythmia De-

tection and Classification 

The proposed model enhances CA detection by em-

ploying hybrid noise reduction techniques CVSS-NLMS 

and SLRF to improve the quality of ECG signals, followed 

by feature extraction using HSDI, wavelet transform, and R-

R intervals analysis for capturing detailed and non-linear 

features. RFE is applied to eliminate irrelevant features, im-

proving classification accuracy. The RAdam optimizer en-

sures a stable and efficient training process while integrating 

LSTM with an attention mechanism that captures temporal 

dependencies and focuses on significant features, improving 

arrhythmia detection. The workflow of the proposed diag-

nostic model is depicted in Fig. 1. 

 

Fig. 1.  The proposed model for detecting and classifying 

cardiac arrhythmia. 
 

𝜇(b) Adaptive filter at iteration 𝑏 

z Input signal 

α Step size 

E Error signal 

ϑmax Major eigenvalue of the auto-correlation matrix 

C Original data 

LR Low-rank matrix 

SP Sparse matrix 

N Noise matrix 

H3d HSDI matrix of 3D-CNN 

Hin
patch Input patch of the data 

Hreshape3d Reshaped 2D-CNN input 

H2d HSDI matrix of 2D-CNN 

Hout1 Output 1 of 2D-CNN 

Hout2 Output 2 of 2D-CNN 

M0S Zero-order scattering coefficient 

M1S First-order scattering coefficients  

M2S Second-order scattering coefficients 

MnS n-th order scattering coefficients 

P1 First-order wavelet modulus transforms 

P2 Second-order wavelet modulus transforms 

S Convolving time 

d Wavelet function 

d Scaling function 

di The scale at index 𝑖 

ri Set of scale 

c Time 

MS Final scattering matrix 

O The target function 

T Actual value 

T̂  Predicted value 

Ti Definite value 

ˆ iT  Projected value 

Gs Gradient of the objective function 

β The maximum length 

vs First-moment moved 

ws Second-moment moved 

ˆ
sv  First-moment moving reverse 

ˆ
sw  Second-moment moving reverse 

s Decay rate 

rects Rectifier 

s Model parameter 

n Samples sequence 

Tab. 1. Glossary of parameters.  

3.1. Dataset Overview 

The proposed model uses the MIT-BIH Arrhythmia da-

taset, which encompasses 48 ECGs from 47 patients exam-

ined in Beth Israel Hospital Arrhythmia Laboratory between 

1975 and 1979. There are 48 Comma-Separated Values 

(CSVs), each with 30 minutes at 360 Hz ECG from a single 

patient providing high-resolution time-series data for analy-

sis. The dataset providing a total of 109,446 annotated heart-

beats also includes reference annotations for each beat, 

which two or more cardiologists determined, and any dis-

crepancies were resolved. The annotations provided with the 

datasets are considered to be reliable and accurate. The da-

taset consists of five classes: N-normal, L-left bundle branch 

block, R-right bundle branch block, A-atrial premature beat, 

and V-ventricular premature beat. 
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3.2. Signal Processing and Noise Reduction 

Signal processing and noise reduction ensure that the 

gathered data is in a suitable format for further analysis. The 

proposed model utilizes hybrid noise reduction techniques, 

such as CVSS-NLMS and SLPF, to remove the noise base-

line wander, powerline interface, and muscle artifacts from 

the ECG signal. These methods are applied sequentially to 

improve signal quality by reducing noise, making them more 

suitable for feature extraction. 

3.2.1. Cascaded Variable Step Size Normalized Least 

Mean Square 

The normalized least mean square adaptive filter is cas-

caded to achieve a higher Signal-to-Noise Ratio (SNR) 

value, constancy, and quick convergence rate. Inadequate 

excitation in an input sequence may result in excessive pa-

rameter estimations, which might cause problems like over-

flow, inferior filter performance, and unbounded prediction 

error [23]. To mitigate these issues, the Least Mean Square 

(LMS) filter's normalized component helps stabilize the sys-

tem. The NLMS technique increases stability and tracking 

capabilities when adapting to changes in the input signal. 

Equation (1) illustrates how the normalized component is 

added to the weight update equation to increase perfor-

mance. The parameters involved in the proposed work are 

introduced in Tab. 1. 

    
 

   2
1      b b E b z b

z b


     (1) 

where μ(b + 1) represents updated weight vector for the 

adaptive filter at iteration b + 1, μ(b) represents the weight 

vector at the current iteration b, z(b) denotes the input signal 

at iteration b, E(b)  represents error signal at iteration b, α is 

the step size, and z(b)2 represents the power of the input 

signal. 

Choosing a step size for the LMS algorithm is chal-

lenging because a large step size allows fast adaptation, but 

it also leads to a significant increase in Mean Squared Error 

(MSE). If the step size is too large, stability will be lost. 

A small step size leads to delayed convergence even with the 

small additional MSE. To maintain stability in the LMS al-

gorithm, it is necessary to impose the upper boundary for the 

step size, as shown in (2): 

 
max

2
0  


   (2) 

where ϑmax denotes the major eigenvalue of the auto-

correlation matrix of the input signal.  

3.2.2. Sparse Low-Rank Filter 

After the first filtering process, the data goes to the 

SLRF filtering process for further processing. The data usu-

ally contains noise, which degrades the model’s perfor-

mance. A sparse low-rank matrix decomposition method 

solves the problem of noise interference in structured data 

[24]. In this method, the data is represented as the sum of 

a low-rank, sparse, and noise matrix, as shown in (3): 

 C = LR + SP + N  (3) 

where C is the original data, LR represents the low-rank ma-

trix, SP represents the sparse matrix and N  represents the 

noise matrix. These preprocessing steps work together to 

improve the signal quality and suitable for supplementary 

analysis. 

3.3. ECG Waveform Analysis – Feature 

Extraction 

After preprocessing, the proposed model employs ECG 

waveform analysis through feature extraction techniques 

such as HSDI for capturing non-linear characteristics, 

Wavelet transforms for analyzing the transient features, and 

R-R intervals analysis to calculate intervals between R-wave 

peaks. This provides a comprehensive and richer represen-

tation of ECG signals, leading to better detection of arrhyth-

mias.  

3.3.1. Higher Order Spectral Energy Distributed Image 

HSDI is utilized to capture the non-linear characteris-

tics of ECG signals by employing 3D-CNN. Although ECG 

signals are 1D, the HSDI transforms them into a high-dimen-

sional representation that captures temporal and spectral pat-

terns. This transformation allows the use of 3D-CNN to ef-

fectively extract complex patterns and inter-feature 

relationships from these representations, enhancing the 

model’s ability to detect arrhythmias.  

Initially, we process an ECG signal segment into an 

HSDI matrix of size s  d  e using 3D-CNN. Equation (4) 

expresses the computational approach using eight convolu-

tional kernels of size 3  3  3. 

   3 patch

inReLU N 3dConvod H H  (4) 

where 3dConvo represents the 3D convolutional, N 

represents the normalization, ReLU is the rectified linear 

activation function, and Hin
patch input patch of the data [25]. 

3D-CNN outputs a high-dimensional feature block 

H3d A(s – 2)  (d – 2)  (e – 2)  8 contains the spectral-temporal 

information extracted from the ECG signal.  

Now the dimensionality of H3d A(s – 2)  (d – 2)  (e – 2)  8 

is reshaped to Hreshape3d A(s – 2)  (d – 2)  ((e – 2)  8) as the 2D-

CNN input. It is composed of several branches 𝑏 each with 

distinct convolutional kernel magnitudes to obtain rich con-

textual data. The mathematical procedure is described in (5). 

    2d reshape3dReLU N 2dConvo .H H  (5) 

The 2D-CNN adjusts the size of the convolutional ker-

nel to capture the spectral-temporal feature effectively out-

putting H2d  Ack  ck  b, where ck varies depending on the 

convolutional kernel. We flatten H2d to Hflatten2d A(ck  ck)  b 

and apply the weighted mapping Hweighted2d A(ck  ck)  b to 

refine the features. 
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For representing key spectral information, we use 1D-

CNN to minimize the loss produced by spectral characteris-

tics during the patch convolutional as shown in (6): 

    out2 patch

inReLU N 1dConvo .H H  (6) 

Finally, we concatenate the output of 2D-CNN Hout1 

with 1D-CNN Hout2 to generate the final output, which 

extracts the non-linear characteristics of ECG signals. 

3.3.2. Wavelet Transform 

Wavelet transform is used for feature extraction to an-

alyze transient features by decomposing the ECG signal into 

time-frequency components. This builds translation-invari-

ant, constant, and instructive signal depictions. The model is 

implemented with the deep convolutional network; the con-

volution generates a locally invariant feature S as shown in 

(7) and consequences in high-frequency of loss data [26]. 

This data is improved by the wavelet modulus transform as 

described in (8). 

    0  *  ,dM S c S c   (7) 

    1 0    ,  *   
i i

d d r
P S M S c S c


   

 (8) 

where M0S(c) is the zero-order scattering coefficient ob-

tained by convolving S with time c, d(c) is the wavelet func-

tion at the scale d with time c, φd(c) is the scaling function at 

the scale d with time c, P1S denotes first-order wavelet 

modulus transform, and di is the scale at the index i and ri is 

the set of scales at the index i where i = 1,2,3,…,n. 

The scattering coefficients for the first-order M1S are 

obtained by averaging the wavelet modulus with d as shown 

in (9). 

    
1

1 1

1   *  * d d
d r

M S c S c


     
. (9) 

Now, the low-frequency component can be considered 

as S * di
, which is used to restore the information lost by 

averaging M1S(c). The complementary high-frequency 

coefficient can be extracted by (10): 

    
1 1 2

2 2

2 1  *     ,  *  *  d d d
d r

P S M S c S c


           
 (10) 

where P2 is the second-order wavelet modulus transform. It 

can be further defined in (11) for second-order scattering 

coefficients M2S(c). 

    
1 22   *  * *   ,  1,2,3,

i i

d d d
d r

M S c S c i 


       
 (11) 

Iterating the above (5) the wavelet modulus convolu-

tion is defined in (12). 

  
1

  *  *  * ,  1,2,3, ,   
n

i i

n dd
d r

V S S i nc 


      


 (12) 

where VnS(c) is the wavelet modulus convolution of order n. 

The n-th order scattering coefficients MnS(c) is shown in 

(13). 

   
1

  *  *   * *  ,  1,2,3, ,   
n

i i

n d d d
d r

M S c S c i n 


           

  (13) 

The final scattering matrix MS(c) is defined in (14): 

    
0

  n n e
c M S c

 
  M S  (14) 

where d is the maximum decomposition order. To further 

enhance the scattering coefficients, renormalize the first-

order M̃1S(c) and second-order M̃2S(c) coefficients in (15) 

and (16). 

  
 

 
1

1  
 *  d

M S c
M S c

S c



, (15) 

  
 

 
2

2

1

   
M S c

M S c
M S c

 . (16) 

This process reduces coefficients redundancy by 

decorrelating different-order coefficients and extracts the 

transient features from the ECG signals. 

3.3.3. R-R Intervals 

The ECG signals are processed by removing abnormal 

R-R intervals, such as outliers and ectopic beats [27]. Any 

value that falls out of the series of 280 to 1500 milliseconds 

is considered an outlier, and any value that differs more than 

20% from the previous RR interval is considered an ectopic 

beat. Removing these abnormal intervals ensures the analy-

sis focuses on relevant data, leading to more accurate heart 

rate variability (HRV) feature extraction. The linear interpo-

lation is used to fill in these abnormal values. Additionally, 

examining the HRV features from different periods, each  

R-R interval was split into 5-minute epochs deprived of 

overlying,  

3.4. Enhanced Feature Selection using Recur-

sive Feature Elimination 

The proposed model explicitly focuses on selecting the 

most relevant features for classification to enhance model 

efficiency and performance by reducing dimensionality and 

focusing on the most informative features. After signal pre-

processing and feature extraction, each feature is analyzed 

to determine the correlation between the percentage of pos-

itive and negative correlations. The proposed model uses the 

RFE, a widely used algorithm for selecting the features in 

the predictive model that are most essential for predicting 

the desired parameter. This technique uses a backward se-

lection procedure to recognize possible features by remov-

ing unnecessary features. It determines the significance of 

each feature and constructs a predictive model with all these 

features. Then, it ranks in an order and recognizes the un-

necessary features. Finally, it iteratively eliminates the least 

significant features from the model using metrics for model 

evaluation until the chosen features remain [28]. The se-

lected feature set trains the model, improving interpretability 

and reducing computational complexity. 
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3.5. Rectified Adam Optimizer 

The proposed system optimizes the objective function 

at a precise time based on the possible variance deviation by 

using the RAdam optimizer. After feature selection, the re-

duced and informative feature set is used to train the LSTM 

model. It provides a more effective learning model, particu-

larly during early training phases, which improves overall 

model performance. The model incorporates a rectified term 

that enables the adaptive momentum to be gradually and 

steadily stated as a potential square difference function. This 

helps enhance the training model constancy and achieve bet-

ter generalization and faster convergence, especially when 

working with complex data [29]. The objective function is 

represented in (17): 

    
2

1

, ˆ ˆ1
   

n
i i

i

O T T T T
n 

   (17) 

where O(T,T̂) denotes the target function that quantifies the 

mistakes between the actual T and predicted T̂ values, n de-

notes the sample sequence, Ti denotes the definite value for 

the i-th sample, and T̂i is the projected value for the i-th sam-

ple is expressed in Algorithm 1. 
 

Algorithm 1: The functional process of RAdam optimizer 

Objective: To fine-tune the model parameters 

Input: step size δs, decay rate (1,2), s = 0 

Output: s 

 

1. Initialize the first and second moment moving, and calculate the 

maximum length β  

 
 2

2
  1
1




  


 

2. s = s + 1 

3. Determine the gradient Gs of the objective function, maximum 

length s of the approximated SMA, the first-moment vs, and the 

second-moment ws moved. Then reverse the first moment v̂s, and 

calculate  Gs = (s – 1) 
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4. Calculate s based on s.  

5. If s > 4 then 

6. Adopt the Adam optimizer, the second moment moving reverse, 

and construct a rectifier rects. 
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7. Output the model parameters s. 
 

 
Fig. 2.  The architecture of LSTM with an Attention 

Mechanism. 

3.6. Arrhythmia Detection and Classification 

using LSTM with Attention Mechanism 

The proposed model uses an innovative architecture 

combining LSTM with an attention mechanism. The tradi-

tional classifiers, such as CNNs, excel at identifying spatial 

patterns, whereas LSTM networks are particularly effective 

at learning temporal relationships by maintaining infor-

mation across long sequences, a feature not inherently pre-

sent in CNN. The attention mechanism enhances the model's 

ability to focus on the most relevant time steps in the ECG 

signals. Therefore, we use LSTM with an attention mecha-

nism to capture temporal dependencies and focus on signif-

icant features, improving accuracy in arrhythmia detection. 

Based on a basic recursive neural network, a gating mecha-

nism is incorporated into the LSTM, a gated recursive neural 

network, to regulate the neural network transmission. LSTM 

can handle intricate patterns and dependencies with an atten-

tion mechanism. When making a prediction, the LSTM at-

tention mechanism allows the model to emphasize the sig-

nificant input at every step. This improves the performance 

of the model and its constancy when compared to traditional 

LSTM models. After preprocessing, the input data repre-

sents individual features extracted from the ECG signals us-

ing three distinct feature extraction techniques. The RFE 

process identifies the most relevant and significant features, 

eliminating the irrelevant ones. The remaining selected fea-

tures are combined into a sequential input fed into the LSTM 

with an attention mechanism. The input data is split into se-

quential steps by the LSTM in time series forecasting using 

an attention mechanism. From the attention mechanism, 

a fully connected layer receives the weighted average of the 

LSTM unit's hidden states as input for the final prediction. 

The following stages are used to implement the attention 

mechanism.  

The attention mechanism’s primary concept is to han-

dle the input as a key-value pair. The query is the data that 
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will be output. The associated weights are determined by 

calculating the similarity between each key and the query 

once the attention value has been determined. These weights 

are then normalized using a softmax function. The final at-

tention value is obtained by weighting and adding the weight 

and the associated key value. To calculate the attention 

weight matrix the query vector QT, key vector KT, and value 

vector VT are derived from the LSTM’s hidden states for 

each time step. These vectors are created by linearly trans-

forming the hidden state HT for a given time step T in the 

input sequence, as shown in (18). 

 ,   ,T q T T k T T T     Q W H V WK W H H    (18) 

where Wq, Wk, and Wv are learned weight matrices. 

The attention score for each time step is calculated by 

taking the dot product of the query vector, with each of the 

sequence’s key vectors. The attention weight matrix is then 

obtained by scaling and applying a softmax function as 

expressed in (19): 

  
,,Attention score , 

dim

T

T T

k

T T



Q K

 (19) 

where dimk  represents the dimensionality of the key vectors. 

The softmax function is utilized to ensure that the attention 

weights sum to 1 across all time steps in (20). 

,

,, 
softmax

dim

T

T T

T T

k


 

  
 
 

Q K
 (20) 

where δT,T’ represents the attention weight that determines 

how much focus the model places on the information at the 

time step T’ when processing time step T. 

Once the attention weight matrix is computed, they are 

used to generate a context vector CT for each time step T. 

The context vector is a weighted sum of the value vector VT 

over all time steps as shown in (21): 

 
, ,

,
, T T T T

T

 C V . (21) 

This context vector encapsulates the relevant infor-

mation from the entire sequence that is most important for 

making predictions at the time step. The final output for that 

time step is then generated by combining the context vector 

with the hidden state of the LSTM. This can be done either 

by concatenation or by a linear transformation followed by 

a non-linear activation function as expressed in (22): 

   tanh ;T c T T H W H C  (22) 

where Wc represents a learned weight matrix, and HT repre-

sents the final output of the LSTM at the time step T. This 

enhanced hidden state ĤT is then used for classifying ar-

rhythmias [30], as illustrated in Fig. 2.  

4. Results and Discussion 

The proposed model is implemented, and the results 

obtained and the experimental analysis made are discussed 

in this section. The experiment has been conducted on the 

following hardware and software configuration GPU: 

NVIDIA Quadro CPU: Intel® Xeon® CPU E5-1650 v3 @ 

3.50 GHz M2000 python 3.10 x64-based processors and the 

64bit Windows 10 pro-operating system.  

4.1. Performance Analysis of the Proposed 

Model 

In this section, the performance parameters of the pro-

posed model for detecting and classifying the CA are exten-

sively analyzed. 

Figure 3 presents the intensity of the ECG signal for 

the five classes in the dataset, which are labeled as N-nor-

mal, L-left bundle branch block, R-right bundle branch 

block, A-atrial premature beat, and V-ventricular premature 

beat.  

Figure 4 presents the ECG signal’s intensity over the 

duration through three stages: the original signal, the noisy 

signal, and the denoised signal with moving average and 

Butterworth filter. The original signal, free of noise, consists 

of distinct peaks. The Noisy ECG signal appears to be 

a high-frequency fluctuation covered on the waveform. The 

noisy signal processed using a moving average filter results 

in a smoother waveform. The noisy signal is processed using 

 

Fig. 3.  Waveform of five classes in the MIT-BIH dataset. 

 

Fig. 4.  ECG signal processing and noise reduction. 
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a Butterworth filter, which balances noise reduction and 

preservation of the signal’s features. 

The proposed model demonstrates outstanding perfor-

mance across several metrics such as accuracy, precision, 

sensitivity, specificity, F_measure, Matthews Correlation 

Coefficient (MCC), and Negative Predictive Value (NPV) 

as 99.40%, 98.52%, 98.52%, 99.63%, 98.52%, 98.15%, and 

98.15%, respectively, as illustrated in Fig. 5. This shows the 

proposed model's effectiveness in detection and classifica-

tion. Additionally, the model has a low tendency for mis-

takes, with few false positives and false negatives, as seen 

by its False Positive Rate (FPR) of 0.37% and False Nega-

tive Rate (FNR) of 1.48%. 

 
Fig. 5.  Performance metrics of the proposed model. 

 

Fig. 6.  Accuracy loss evaluation. 

 

Fig. 7.  Confusion matrix. 

 

Fig. 8.  ROC curves for the proposed model. 

Figure 6 presents the accuracy and loss validation 

curve to determine the proposed model's effectiveness dur-

ing training, providing valuable instincts about its learning 

progress over time. This curve is a critical tool for estimating 

the model’s performance and adaptation to the dataset. 

Figure 7 displays the confusion matrix used in classifi-

cation models to evaluate their performance. It contrasts the 

model predictions with the actual target values. While off-

diagonal cells show misclassifications, diagonal cells show 

accurate predictions. This reveals the reduction in misclassi-

fications achieved by the proposed methodology. 

Figure 8 demonstrates the ROC curves for the pro-

posed model for accurately classifying CA conditions. The 

ROC curve highlights how true and false positive rates 

change at different threshold standards. The AUC indicates 

the ability of the model to differentiate positive and negative 

cases.  

4.2. Comparative Analysis of the Proposed and 

Existing Models 

Table 2 and Figure 9 compared the proposed model 

with existing models such as Chi-Square-D-C PSO, CNN 

with GCAB and SRB, and Res-BiANet. The proposed 

model achieved notable accuracy, precision, specificity, 

Recall, and F1 Score values of 99.4%, 98.52%, 98.52%, and 

98.52%, respectively, outperforming the existing models. 

The proposed model utilizes the MIT-BIH arrhythmia 

dataset for classification and achieved 99.40% accuracy. 

Figure 10 compares recent works such as Chi-Square-D-C 

PSO, CAT-Net, 1D-CNN, and the automated DL model 

using the same dataset, achieving 98%, 99.14%, 99%, and 

99.2%, respectively, comparatively lower than our proposed 

model. 

Figure 11 illustrates the computational efficiency com-

parison of the proposed model with existing models like 

Res-BiANet, CNN with GCAB, and Chi-Square-D-C PSO 

in terms of training time, memory usage, and inference time. 
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The proposed model has the shortest training time of 800 

seconds, the fastest inference time of 30 milliseconds, and 

uses the least memory with 800 MB potentially due to opti-

mizing model parameters and integrating feature extraction 

methods.  

4.3. Ablation Study 

To further validate and find the performance of the pro-

posed model, we performed an ablation study by comparing  
 

Model 
Accuracy 

(%) 

Precision 

(%) 

Sensitivity 

(%) 

F1 Score 

(%) 

Chi-Square-D-

C PSO [9] 

(2024) 

98 98.18 98 98.03 

CNN with 

GCAB + SRB 

[21] (2024) 

95.7 79.3 77.6 77.5 

Res-BiANet 

[11] (2024) 
92.38 88.46 85.15 86.88 

LSTM with 

attention 

mechanism 

(proposed) 

99.4 98.52 98.52 98.52 

Tab. 2. Comparison of performance metrics of the proposed 

model with existing models. 

 
Fig. 9.  Comparison of the proposed model with existing 

models. 

 

Fig. 10.  Comparison with the recent works using the same 

datasets. 

 

Fig. 11.  Comparison of computational efficiency with the 

existing works. 

the Adam optimizer instead of the RAdam optimizer and 

demonstrated the output in Fig. 12. The result shows the im-

pact of optimization on improving the model performance 

across several metrics involved, such as accuracy, precision, 

sensitivity, specificity, F1_measure, MCC, NPV, FPR, and 

FNR, as 97.51%, 93.78%, 93.78%, 98.44%, 93.78%, 

92.22%, 98.44%, 1.55%, and 6.22% respectively. 

 
Fig. 12.  Performance metrics of the proposed model without 

RAdam optimizer. 

 
Fig. 13.  Performance metrics of the proposed model with and 

without preprocessing steps. 
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Reference Methodology Accuracy 

Al-Shammary et al. 

[9] (2024) 
Chi-Square-D-C PSO 98% 

Islam et al.  

[12] (2024) 
CAT-Net 99.14% 

Dhyani et al. 

[16] (2023) 
SVM 99.02% 

Farag  

[19](2023) 
CNN 98.18% 

Kim et al.  

[21] (2024) 

CNN with GCAB and 

SRB 
95.7% 

Proposed Model 
LSTM with 

an attention mechanism 
99.40% 

Tab. 3.  Comparison of related work with the proposed model. 

Additionally, we performed an ablation study by com-

paring the uses of preprocessing in the proposed model and 

demonstrated the output in Fig. 13. The result shows the im-

pact of using the preprocessor CVSS-NLMS and SLRF on 

improving the model performance. The proposed work re-

moves the noise baseline wander, powerline interface, and 

muscle artifacts from the ECG signal. The study also en-

hances the quality of ECG signals, making them more suit-

able for further processing. 

4.4. Comparative Analysis with Recent Models 

on Classifying CA 

Table 3 presents a comparison study of the suggested 

model against the analysis of related work papers. The cur-

rent model attains a significantly higher accuracy of 99.40% 

indicating the proposed model's performance in classifying 

the CA. 

4.5. Discussion 

The study presents an improved method for detecting 

and classifying CA. Our approach employs hybrid noise re-

duction techniques that improve the quality of the ECG sig-

nals, making it more suitable for feature extraction. Utilizing 

feature extraction and selection techniques, we achieve 

a comprehensive and richer representation of ECG signals 

and focus on the most informative features. Integrating 

LSTM with an attention mechanism enables us to capture 

the temporal dependencies and focus on significant features, 

improving accuracy in arrhythmia detection. We analyze the 

ECG signals and evaluate the performance of the proposed 

model across various metrics. Further, we conducted an ab-

lation analysis to examine the impact of incorporating opti-

mization and preprocessing steps to improve the proposed 

model performance. Finally, we compare the proposed 

model with existing models and demonstrate that it outper-

forms them across all evaluated metrics 

5. Conclusion 

The proposed model presented a hybrid noise reduc-

tion, feature selection, and LSTM with an attention mecha- 

nism to improve CA detection and classification. The model 

employed enhanced noise reduction techniques such as 

CVSS-NLMS and SLRF. The proposed model ensures that 

ECG signals are high-quality for precise feature extraction. 

This enhancement in preprocessing improves the accuracy 

of subsequent analysis. The model leverages sophisticated 

feature extraction methods like HSDI, wavelet transforms, 

and R-R intervals. This comprehensive feature extraction 

approach provides a detailed representation of the signals for 

detecting subtle arrhythmias. Using RFE for feature selec-

tion improved the model performance by focusing on the 

most relevant features and enhanced both efficiency and ac-

curacy in arrhythmia classification. Adopting the RAdam 

optimizer ensured a stable learning process during the early 

training phase, leading to faster convergence and improved 

overall performance. Finally, integrating LSTM with an at-

tention mechanism enables the model’s capability to detect 

arrhythmia with higher precision. The proposed model 

achieved an accuracy of 99.40%, demonstrating its potential 

for improving cardiac monitoring and diagnosis. 

Availability of data and materials:  

The code is available as public in kaggle repository: 

https://www.kaggle.com/datasets/taejoongyoon/mitbit-

arrhythmia-database/code 

Availability of code:  

The code is available as public in github repository: 

https://github.com/Sivarangani/HT-1145.git 
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